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ABSTRACT 

The targeted therapy-based approach such as magnetic fluid hyperthermia (MFH) as thermal 

therapy and magneto-mechanical as a mechanical force therapy (MFT) have been clinically 

launched as an alternative treatment of cancer tumors. In both approaches magnetic nanoparticles 

(MNPs) are at the center; are used as ‘heat generators’ in MFH whereas the same is used as 

‘mechanotransducers’ in MFT when they are subjected to an alternating magnetic field. Utilizing 

the MNPs, mainly superparamagnetic iron oxide nanoparticles (SPIONs), both therapeutic 

techniques are emerging as a cornerstone approach in view of impractical scenarios and are 

becoming a topic of great interest in the cancer therapies because of their several advantages to the 

effectual antitumor therapy for instance high biosafety, deep tissue penetration, and targeted 

selective tumor killing. However, the SPIONs display weak magnetic responses, i.e., low 

magnetization, due to which a large dosage of SPIONs need to be injected inside the body for 

complete destruction of the tumors; this is a kind of challenge for surrounding healthy cells that 

need to be overcome. Thus, a new generation of magnetic nanoparticles with excellent properties 

is immediately needed to face the therapeutic challenges in advancing cancer therapies and 

subsequent treatment. The engineering of topological iron oxide nanoparticles (NPs) with novel 

vortex-domain structures offers an exciting avenue for probing their efficacy in targeted therapy 

in cancer treatment overcoming the limitation of conventional superparamagnetic iron oxide NPs. 

The main reasons for the appropriateness of these NPs in cancer therapy are high dispersion ability, 

colloidal stability biocompatibility, and easy manipulation in the application of magnetic fields. 

Thus, the design of such magnetic nanomaterials with vortex-domain structure may serve as 

versatile candidates in therapeutic-based cancer treatments.  

  

The present work aims to design the iron oxide-based vortex NPs for targeted therapeutic 

applications. This thesis is divided into two main parts: (a) control synthesis and characterization 

of iron oxide magnetic vortex nanoparticles and (b) their utilization in magnetic hyperthermia and 

mechanotransduction for cancer cell destruction, under biologically safe conditions using 

experimental, theoretically and micromagnetic simulations. The interest in the magnetic vortex 

nanoparticles over simple single-domain in the biological applications is due to negligible dipole-

dipole interactions and thus low/zero magnetic remanence, allowing the magnetic nanosystems to 

remain well dispersed in colloidal formulations in the absence of an external magnetic field. The 

spin structures are produced in NPs due to the confinement of spins imposed by geometrical 

restrictions; thus it is challenging to control the geometry of nanoparticles to preserve the vortex 

configuration. In the first part, we have successfully synthesized magnetic vortex nanorings (NRs), 

nanodisks (NDs), nanospheres (NSs), nanorods (NRDs), and nanotubes (NTs) via microwave-

assisted hydrothermal (MAH) route and characterized as-obtained NPs thoroughly by X-ray 

diffraction (XRD), Fourier transforms infrared spectroscopy (FTIR), electron microscopy (EM), 

Mossbauer spectroscopy (MS), X-ray photoelectron spectroscopy (XPS), cryostat-based resistivity 

measurement, magnetometry, and calorimetry-based MFH to examine their structural, 

morphological, magnetic properties and MFH efficacy. In addition, theoretical analysis and 

micromagnetic simulation were performed as supportive tools to confirm the experimental 

outcomes specially to provide evidence of geometry-based vortex-domain structure in iron oxide 

NPs. In the second part, we have performed the MFH experiment to evaluate the thermal efficiency 

and in vitro cytotoxicity test in different cell lines: (i) 4T1 cells (murine mammary adenocarcinoma 

cell line), (ii) CT26 (murine colorectal carcinoma cell line), and (iii) J774A.1 (a murine 



                                                                                                X 
 

monocyte/macrophage). Through the complete characterization, we revealed that stoichiometry 

does not need to be preserved for the existence of magnetic vortex-domain structure in NPs. 

Further, the key findings on MFH of NDs is that the heating efficiency is better for stoichiometry 

magnetite (Fe3O4) NDs as compared with the nonstoichiometric one owing to charge ordering 

between Fe2+ and Fe3+, which is further tuned by controlling the switching field-mediated shape, 

size, and orientation of nanodiscs in the direction of applied field in a controlled way revealing 

that the existence of magnetic vortex configuration is not only a factor to enhance heating 

capability but switching field mediated by shape, size, and orientation are also key factors to be 

considered. The specific absorption rate (SAR) and intrinsic loss power (ILP) in NRs and NTs at 

maximum clinical field 450 Oe and under the frequency of 107 kHz were evaluated. The NTs 

exhibited the highest SAR value among those reported so far in the hollow iron-oxide family 

accounting for the importance of magnetic shape anisotropy. The reported SAR values and their 

excellent cell viability tests strongly suggest NRs and NTs as potential candidates in targeted 

therapy-based cancer treatments. Further, we moved towards the magneto-mechanical approach 

for MFT-based cancer treatments. Taking in-depth analysis by means of theoretical and 

micromagnetic simulation, we proposed the iron oxide NRs as a mechanotransducer providing 

evidence on the magnetic stability of the curling ground states in NRs and opens the possibility of 

applying these systems to magneto-mechanical actuation on single cells for therapeutics in 

biomedicine, such as cancer cell destruction by low-frequency torque transduction.  

 

Keywords: Magnetic Nanorings/Nanodisks/Nanotubes/Nanorods, Magnetic Vortex 

Nanoparticles, Anisotropy, Stoichiometry, Switching Fields, Magnetic Fluid Hyperthermia, 

Cytotoxicity, Mechanical Force Therapy 
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RESUMO 
 

A abordagem baseada em terapia direcionada, como a hipertermia do fluido magnético (HFM) 

como terapia térmica e a abordagem magneto-mecânica como terapia de força mecânica (TFM) 

foram lançadas clinicamente como um tratamento alternativo de tumores cancerígenos. Em ambas 

as abordagens, as nanopartículas magnéticas estão no centro, essas nanopartículas magnéticas são 

usadas como 'geradores de calor' em HFM enquanto os mesmos são usados como 

'mecanotransdutores' em TFM quando são submetidos à um campo magnético alternado. 

Utilizando as nanopartículas magnéticas, principalmente nanopartículas de óxido de ferro 

superparamagnéticas, ambas as técnicas terapêuticas estão surgindo como uma abordagem 

fundamental diante de cenários impraticáveis e estão se tornando um tópico de grande interesse 

nas terapias contra o câncer devido às suas várias vantagens para a terapia antitumoral eficaz, por 

exemplo, alta biossegurança, penetração tecidual profunda e morte seletiva direcionada de 

tumores. No entanto, os óxido de ferro superparamagnéticas apresentam respostas magnéticas 

fracas, ou seja, baixa magnetização devido a uma grande dose de óxido de ferro 

superparamagnéticas que precisa ser injetada dentro do corpo para destruição completa dos 

tumores, este é um tipo de desafio para as células saudáveis circundantes que precisam ser 

superados. Assim, uma nova geração de nanopartículas magnéticas com excelentes propriedades 

é imediatamente necessária para enfrentar os desafios terapêuticos no avanço das terapias contra 

o câncer e no tratamento subsequente. A engenharia de nanopartículas topológicas de óxido de 

ferro com novas estruturas de domínio de vórtice oferece um caminho interessante para testar sua 

eficácia na terapia direcionada no tratamento do câncer, superando a limitação das nanopartículas 

superparamagnéticas de óxido de ferro convencionais. As principais razões para a adequação 

desses nanopartículas na terapia do câncer são a alta capacidade de dispersão, biocompatibilidade 

de estabilidade coloidal e fácil manipulação na aplicação de campos magnéticos. Assim, o modelo 

de tais nanomateriais magnéticos com estrutura de domínio de vórtice pode servir como candidatos 

versáteis em tratamentos de câncer de base terapêutica. 

 

O presente trabalho tem como objetivo projetar as nanopartículas de vórtice à base de óxido de ferro 

para aplicação terapêutica direcionada. Esta tese está dividida em duas partes principais: (a) 

controle da síntese e caracterização de nanopartículas de vórtice magnético de óxido de ferro e (b) 

sua utilização em hipertermia magnética e mecanotransdução para destruição de células 

cancerígenas, sob condições biologicamente seguras usando simulações experimentais, teóricas e 

micromagnéticas. O interesse nas nanopartículas de vórtice magnético sobre simples domínio 

único na aplicação biológica é devido às interações dipolo-dipolo desprezíveis e, portanto, à 

remanência magnética baixa/zero, permitindo que os nanosistemas magnéticos permaneçam bem 

dispersos em formulações coloidais na ausência de um campo magnético externo. As estruturas de 

spin são produzidas em NPS devido ao confinamento de spins imposto por restrições geométricas, 

assim, é um desafio controlar a geometria das nanopartículas para preservar a configuração do 

vórtice. Na primeira parte, sintetizamos com sucesso nanoanéis de vórtice magnético (NRs), 

nanodiscos (NDs), nanoesferas (NSs), nanobastões (NRDs) e nanotubos (NTs) via rota hidrotermal 

assistida por micro-ondas (HAM) e caracterizados como obtidos NPs completamente por difração 

de raios-X (DRX), espectroscopia infravermelha por transformadas de Fourier (FTIR), 

microscopia eletrônica de transmissão (MET), espectroscopia Mössbauer (EM), espectroscopia de 

fotoelétrons de raios-X (EFX), medição de resistividade baseada em criostato, magnetometria e 

calorimetria baseado em HFM para examinar suas propriedades estruturais, morfológicas, 
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magnéticas e eficácia de HFM. Além disso, análises teóricas e simulação micromagnética foram 

realizadas como ferramentas de suporte para confirmar os resultados experimentais, especialmente 

para fornecer evidências de estrutura de domínio de vórtice baseada em geometria de NPs de óxido 

de ferro. Na segunda parte, realizamos o experimento HFM para avaliar a eficiência térmica e o 

teste de citotoxicidade in vitro em diferentes linhagens celulares: (i) células 4T1 (linhagem celular 

de adenocarcinoma mamário murino), (ii) CT26 (linhagem celular de carcinoma colorretal 

murino) e (iii) J774A.1 (um monócito/macrófago murino). Através da caracterização completa, 

revelamos que a estequiometria não precisa ser preservada para a existência de estrutura de 

domínio de vórtice magnético em nanopartículas. Além disso, as principais descobertas sobre 

HFM de NDs é que a eficiência de aquecimento é melhor para NDs de magnetita estequiométrica 

(Fe3O4) em comparação com a não estequiométrica devido à ordenação de carga entre Fe2+ e Fe3+, 

que é ajustada ainda mais controlando a forma mediada por campo de comutação , tamanho e 

orientação dos nanodiscos na direção do campo aplicado de forma controlada, revelando que a 

existência de configuração de vórtices magnéticos não é apenas um fator para aumentar a 

capacidade de aquecimento, mas o campo de comutação mediado por forma, tamanho e orientação 

também são fatores-chave para ser considerados. A taxa de absorção específica e a perda de 

potência intrínseca em NRs e NTs no campo clínico máximo de 450 Oe e na frequência de 107 

kHz foram avaliadas. Os NTs exibiram o maior valor de taxa de absorção específica entre os 

relatados até agora na família de óxido de ferro oco, explicando a importância da anisotropia de 

forma magnética. Os valores de taxa de absorção específica relatados e seus excelentes testes de 

viabilidade celular sugerem fortemente NRs e NTs como potenciais candidatos em tratamentos de 

câncer baseados em terapia direcionada. Além disso, avançamos para a abordagem magneto-

mecânica para tratamentos de câncer baseados em TFM. Aprofundando a análise por meio de 

simulação teórica e micromagnética, propusemos o óxido de ferro NRs como um 

mecanotransdutor fornecendo evidências sobre a estabilidade magnética dos estados fundamentais 

de curling em NRs e abrindo a possibilidade de aplicação desses sistemas para atuação magneto-

mecânica em células únicas para terapia em biomedicina, como destruição de células cancerosas 

por transdução de torque de baixa frequência. 

 

Palavras-chave: Nanorings Magnéticos/Nanodiscos/Nanotubos/Nanorods, Nanopartículas de 

Vórtice Magnético, Anisotropia, Estequiometria, Campos de Comutação, Hipertermia de Fluido 

Magnético, Citotoxicidade, Terapia de Força Mecânica 
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Chapter 1 

Introduction and General Background 

 

The literature review and general background of a particular research problem is significant 

ingredient for its proper understanding, finding gaps, plan/execute experiment and making 

hypotheses. This thesis is devoted to engineered iron oxide vortex NPs for thermal therapeutic 

applications and therefore, this chapter provides a general overview, background, loophole, and 

the way to overcome those loophole prior to conduct this research. This chapter gives a necessary 

background of iron oxide NPs, superparamagnetism, magnetic vortex NPs and their magnetic 

energy, heat generation, hysteresis loss, and their importance in magnetic fluid hyperthermia and 

magneto-transducers therapeutics. 
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1.1 Iron Oxide Nanoparticles 

In magnetism, iron oxides are well-known particles, which are ubiquitously found in nature (soils 

and bacteria) as well as they can be artificially synthesized in a control way. Generally, three types 

of iron oxides are usually found/prepared (hematite--Fe2O3, magnetite-Fe3O4 and maghemite--

Fe2O3) considering their important applications from industrial technology to nanomedicine.  The 

name hematite (-Fe2O3) originated from Greek word ‘haima’ which means blood. The -Fe2O3 

consists iron 3+ cations whose crystal structure is a hexagonal (rhombohedral) with unit cell 

dimensions of a=5.034 Å and c=13.752 Å and belongs to the space group R3c 1. In addition, they 

are weak ferromagnetic at room temperature, which can be turned onto antiferromagnetic below 

Morin temperature (TM), usually TM = 260 K and behaves as paramagnetic above Curie 

temperature (TC), usually 950 K 2. 

 
 

Figure 1.1: Schematic representation of different phases of iron oxide NPs. The box color 

itself represents the actual color of each phase (Source: self-made). 

The name magnetite (Fe3O4) itself originated from the Turkish word ‘Magnesia’. The Fe3O4 NPs 

consist of Fe3+ and Fe2+ in two different environment of the crystal structure, i.e., tetrahedral (A-

site) and octahedral (B-site), where tetrahedral site contains only Fe3+ and octahedral site consist 

of both cations i.e., Fe3+ and Fe2+. The unit cell lattice parameter of Fe3O4 is, a=b=c=8.396 Å, 

which belongs to Fd3m space group. The unit cell of magnetite comprises a 32 cubically face 

centered oxygen atom, and iron atoms occupy 16 octahedral sites (Fe3+: Fe2+ = 1:1) and 8 

tetrahedral sites (Fe3+). In bulk Fe3O4,  the distributions of Fe3+ and Fe2+ cation at the tetrahedral 

and octahedral sites is in ratio of 1:2. The crystal structure of Fe3O4 is largely dependent on 

temperature since its structure is inverse cubic spinel above Verwey temperature (TV), usually TV 

= 120 K, which can be changed onto monoclinic structure below TV; this structural transition from 

inverse cubic spinel to monoclinic is also referred as metal-insulator transition 3. The ‘Verwey 

transition’ is widely discussed in magnetite since its origin whose exact phenomena is still 

mysterious and under debate. In brief, TV is associated with the stoichiometry of magnetite and the 

signal of bulk magnetite, which can be obtained only if the electron hopping is possible in between 
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Fe2+ and Fe3+ cations at the octahedral sites that gives rise to extremely conductive magnetite. The 

magnetization in magnetite origins due the opposing nature of the spins with different magnitudes.  

The magnetic behavior of magnetite turned onto paramagnetic above Curie temperature (TC), 

usually at TC = 850 K. 

Further, maghemite (γ-Fe2O3) is the oxidized form of magnetite with a similar inverse cubic spinel 

structure suffering from defect arises owing to presence of cation vacancy at the octahedral site. 

Unlike the presence of Fe2+ in magnetite, octahedral contains two-third of Fe3+ with one-third of 

cation vacancy; the general chemical formula is [Fe3+]A[Fe5/3
3+ 1/3]B, where  represents the 

defect at the octahedral site.  The unit cell lattice parameter of γ-Fe2O3 is a=b=c= 8.346Å and 

belongs to P4332 space group 1. The nature of γ-Fe2O3 is considered as a ferrimagnetic because of 

the Fe3+ cation distribution to the different environment of tetrahedral and octahedral sites. The 

Curie temperature of γ-Fe2O3 lies within the range of 820-986 K, whereas it turns onto -Fe2O3 at 

 600 K 4. 

1.2 Superparamagnetism 

Superparamagnetism (SPM) is a special magnetic phase exist in tiny ferro/ferrimagnetic NPs 

around the size of few nanometer to a couple of a tenth nanometer 5,6. Here, the total magnetic 

moment of the NPs is composed of all the individual magnetic moments of the atoms that constitute 

the NPs and can be considered as one giant magnetic moment. As per rule, an assembly of non-

interacting single-domain (i.e., size above SPM, but below single-domain size of ferromagnetic) 

isotropic materials exhibit a classical paramagnetic with very larger (∼103 - 104 
B

) magnetic 

moment µ per particle, but real particles can be complex (not uniform) in magnetic 

structure/behavior. Generally, albeit, the properties shown by a single-domain NPs are not 

considering an isotropic. The morphology and crystal composition (magnetocrystalline 

anisotropy) are important physical factors that contribute anisotropically to their energy. In the 

presence an external magnetic field, the magnetic NPs show quick response to change of magnetic 

field without remanence (MR) and coercive field (HC). Under the influence of temperature, the 

magnetization of sufficiently small NPs can randomly flip its direction with uniaxial anisotropy. 

This is due to the fact that below certain critical dimension, the anisotropy barrier energy (E) of 

a magnetic nanoparticle is decreased to the edge point where this energy can be prevailed by 
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thermal energy kBT ( here kB is the Boltzmann constant and T is the absolute temperature) 7; this 

phenomenon collectively shown in Figure 1.2(a, b). 

The single-domain particle has anisotropy energy, and depends upon the volume of the magnetic 

NPs. For the uniaxial anisotropy, the energy barrier Ean proportionally varies to KV; here K is 

anisotropy constant. This anisotropy energy depends on the size, and decreases with decrease in 

the particle size that leads the anisotropy energy very small, either comparable or lower, than the 

thermal energy kBT if the nanoparticle size is lower than a characteristic value. 

 

Figure 1.2: (a) Schematic picture showing the coercivity (Hc) behavior of magnetic NPs and 

its relation with diameter and (b) energy barrier for magnetization reversal (Source: self-

made).  

As a results, the magnetic reversal can be overcome by this energy reinforcing the thermal 

fluctuation of total magnetic moment and such magnetic moment is plainly rotated, but remain 

magnetically coupled (ferromagnetically or antiferromagnetically) within the particle. In such 

case, if external magnetic field or temperature changes it results in the rapid assembly of NPs 

approaching to thermal equilibrium. At H = 0, the two minima are detached by an energy barrier 

of height E = KV. The system exhibits like a 'permanent' ferromagnet; if KV >> kBT, then the 

moment cannot switch spontaneously. However, if KV  kBT or less, then the natural switching of 

the 'superspins' can exist on the time-scale of the experiment and the NPs are in SPM state. The 

magnetic properties of NPs are affected by the measuring time (τm) of the specific experimental 

approach with respect to the relaxation time (τ) that is related with the overcoming of the energy 
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barriers. Magnetic NPs having uniaxial anisotropy can randomly overturn their magnetization 

direction induced by the thermal energy. The average time required to overturn can be given by 

the relaxation time 8,9, 

                                                          τ = τo e−∆E/kBT                                                            (1.1) 

where ΔE = KVsin2θ is the energy barrier, τo  ~ 10-9 s to 10-12 s is the length of time characteristic 

of the material, θ is angle between the magnetization and easy axis, and T is absolute temperature10. 

When field is applied then above equation (1.1) becomes,                                                          

τ = τo e−∆E(H, ) /kBT                                                       (1.2) 

with E(H, ) is the field dependent energy barrier, which can be derived as      

                                              ∆E(H,  )= ∆Eo (1 −
H

HSW
0 )                                                  (1.3) 

Where  = 0.86 +
1.14 HSW

0

H
, HSW

0 =  
Ha

(sin2/3 + cos2/3)3/2    and  Ha = 
2K

MS
       

The magnetization, in superparamagnetic phase, is zero in the absence of external magnetic field 

which is linearly varies with the application of the field. Every experimental technique has its own 

measurement time scale τm, which can vary from 10-8 s to 100 s. There are two conditional state 

that may explain with relating m and , i.e., superparamagnetic and blocking state. The first is 

when m, if the average time between the spin overturns (flips) smaller than the measurement 

time, the magnetization appears to fluctuate unless the external field applied. The magnetization 

appears to be zero and this magnetic arrangement is known as a superparamagnetic state, whereas 

τm<<τ when the average time between flips is much larger than the measurement time, the system 

appear to be stuck and given magnetic field have a fixed magnetization in the field direction. The 

NPs in this situation are in defined state, known as a blocking state due to the blockage of 

magnetization in one direction and stop flipping. Simply, the blocking temperature is the transition 

temperature between blocking state and superparamagnetic state. If T>TB, then nanoparticle is in 

superparamagnetic state and if T < TB, then is in blocking state 11 . 

The energy required to form the domain walls is an important factor that determines the favorable 

state; if the energy required in the formation of the domain walls is less than the difference between 

the magnetostatic energies of the single-domain and multi-domain states, then the multi-domain 

state is energetically most favorable. When the dimensions of the particles are shrink, the resultant 



Page | 6  
 

energy of the ferromagnetic particles are changed due to the parallel contributions of the several 

energies that account the surface energy of domain walls is more important as compared to the 

magnetostatic volume energy. As already mentioned above that the particle size in between 

superparamagnetic and ferromagnetic is single-domain particles. The magnetic behavior of a 

single-domain particle strongly depends on the particle’s shape and magnetic anisotropy; for 

instance, the total magnetic moment of the spherical particle is zero due to negligible anisotropic 

properties. It is expected that magnetic moment align towards the easy direction if the 

magnetocrystalline anisotropy is relatively high. The combined contribution from the energy 

parameters; exchange stiffness constant ‘A’, anisotropy constant ‘K’, and particle volume energy; 

introduces characteristic length scales, for example, the exchange length lex = (A/MS)1/2, the Bloch 

wall thickness lw = (A/|K1|)
1/2. The relative ordering of the quantities lex, lw, and the particle size 

‘l’ is of great importance for the critical properties (i.e., exchange coupling/interaction and 

magnetic properties, etc.) of the nanoparticle. For l << lw < lex, the particle is dominated by the 

exchange interaction. Finite-size effect arises from the geometric restriction of the particle volume 

originating due to cutoff of the characteristic length i.e., exchange length, domain size, etc. As the 

specimen characteristic dimension “l” approach to nanosized value and the magnetic correlation 

length deviates at the critical temperature (TC), the correlated fluctuating magnetic moments are 

controlled by the finite size of the specimen 12–14. With the decrease in the particle size, the Curie 

temperature also decreases. However, the change in the crystallography could mask and even 

inverse this effect 15,16.  

Surface effects have a sort of finite-size effects since the surface influence is highly significant in 

small NPs. Because of the small size of NPs, a large fraction of all the atoms in a nanoparticle are 

surface atoms, which prompt surface effect. The surface contribution to the magnetization 

becomes significant when there is an increase in the ratio of surface atom to the bulk atom. The 

surface atoms have different environment than core atoms because these have been affected by the 

existence of different types of defect, for instance changes in the atomic coordination, dangling 

bonds, atomic vacancies, and lattice disorder. In particular, the reduced atomic coordination at the 

surface leads to a reduction in the Curie temperature ‘TC’ and significant deviation of the 

temperature dependence of the magnetization in the thermodynamic limit 17. The cluster of  NPs 

demonstrated a significant change in physical/magnetic properties of the surface atoms give rises 

a surface anisotropy that obviously enhances the overall magnetic anisotropy of the system18,19. 
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For example, thermal measurements revealed that the strength of their surface anisotropy and the 

structure of NPs control their magnetic properties20. The magnetization of oxide NPs decreases for 

some oxide NPs due to the existence of a magnetically dead layer, canted spins, or the existence 

of a spin-glass-like behavior of the surface spins on the particle’s surface 15. On the other hand, 

the magnetization of some metallic NPs (cobalt) was reported to increase 21.  A number of 

experimental studies reported an increase in the effective magnetic anisotropy due to surface 

effects 18,21–23. 

1.3 Magnetic Vortex Nanoparticles 

The vortex structural configuration allows an efficient dissipation of energies. This typical 

phenomenon is widely found in nature involving in several physical process such as wind, water 

velocity in turbulent flows, electrical charges in eddy currents, matter density in black holes, sea, 

plume of smoke, tornado and magnetization in 2-D/3-D ferromagnets. The common physical 

parameter in all these phenomena is a curling-configuration throughout a central singularity point 

energy diverged. However, vortex core continuously maintains this divergence through its distinct 

structure. The conventional trend of research is on uniformly magnetized NPs and thin films, 

recently, however, large interest is attained towards the designation and manipulation of non-

uniform spin-configurations at nanoscale in the form of vortices and skyrmions 24. The stability of 

these non-uniform configuration, referred as ‘topological defects’ can be traced to topological 

arguments. The basic arguments rely on the existence of topological defects is once the physical 

parameter are vanished either at the centre or at the edge 25. As an example of topological magnetic 

defect 26, a vortex-structure is evolved in in-plane curling magnetization in XY-axis and an out-

of-plane core magnetization towards Z-axis; it worth to note that the rises of out-of-plane 

magnetization is depends on geometry of particle structure and mainly appeared on NDs/dots and 

nanospheres (NSs). 

The pioneered work on magnetic vortices was done by Feldtkeller E. and co-worker in 1965 A.D. 

calculating the micromagnetic structure of their samples27. Thereafter, magnetic vortices have been 

intensively studied as a particular topological solution of the phase transition in the 2-D XY model 

28. The several transition occurs on the system having vortex-configuration, thus the complete 

vortex-formation is linked with a topological phase transition between topologically trivial 

phenomena, for instance, non-superconducting, non-superfluid, disordered liquid crystals etc. and 
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topologically rich enough to support vortices, such as, superconducting, superfluid, nematic or 

smectic liquid crystals, and symmetry-broken vacuum etc. In some cases, vortex-configuration 

appears as a function of temperature once it crossed the phase transition temperature; conversely, 

existing vortex/antivortex pairs may disappears because of being dominant at lower temperature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3: Examples of vortex formation in natural phenomena; (a) sea, (b) plume of smoke, 

(c) spiral galaxy, and (d) tornado (Source: www.google.com). 

 

In thermal transition, the Kibble Zurek model predicts the existence of vortices/antivortices at low 

temperatures depending upon the quenching rate; following the relation, the existence of same 

vortex-configuration was observed in the hexagonal manganites 29–31. The 2-D XY model is a 

system of spins constrained to rotate in the plane of the lattice. Since the ground state is unstable 

against low-energy spin-wave excitations, the Hamiltonian avoids any long-range order in such 

systems 32,33.  However, the system could have a phase transition at certain temperature which may 

emerges an unusual magnetization behavior below curie temperature (TC) 34,35. The metastable 

states corresponding to the vortices are bounded in a pair below some TC whereas they become 

free above the TC. The phase transition can be observed through change in magnetic response by 

applying the magnetic field. The spin-wave excitation is responsible for destroying long-range 

order, whereas the interaction energy of the vortices cause the phase transition in the system. The 

energy of an isolated vortex configuration in the XY model increases logarithmically with the size 



Page | 9  
 

of the system 28. This general model provides in-depth interplay of classical magnetization 

confined in a plane of ferro/antiferromagnetism or any spin physics. Magnetic vortex-

configuration allow to reduce the energy of the system by the interaction of vortex-antivortex pair. 

These geometry restricted vortex-configuration generally appears for a sizes larger than exchange 

length of the material and stable within a few tens of nanometer to few tens-micrometer 36–44. The 

lowest total energy configuration, also known as ground state, of soft ferro/ferrimagnetic particles 

in remanence is a vortex state. The stability of magnetic vortices depends on the external magnetic 

field and particles geometry. Moreover, along with these factor, the magnetostatic interaction plays 

an important role in the vortex state stability and dynamic excitations in finite magnetic NPs, for 

instance disks/dots. Although it is predicted several decades ago, the magnetic vortex state has 

received special attention for practical implication only few years back since it is found to be the 

ground state of magnetic NPs.  

In three dimension, the strongly inhomogeneous vortex state magnetization cannot be reduced to 

the uniform magnetization by any finite deformation. The vortex-state magnetization distribution 

modifies the nature of spin excitation significantly as compared to those in the uniform 

(saturated/single domain) state 45,46. The magnetization reversal process for micron and sub-micron 

of different shaped/morphologies is determined by successive nucleation, displacement and 

annihilation of magnetic vortices. The hysteresis loops exhibit characteristic fields related to the 

nucleation and annihilation of magnetic vortices. The evolution of the magnetic vortex state is 

studied as functions of in-plane geometry, i.e., thickness, diameter, length, width as per the nature 

of NPs and the competition between the magnetostatic, anisotropic, and the exchange energies 

38,39,41,42,47. For example, circular magnetic disks at sufficiently larger radius give rise to vortex 

state having neither magnetic poles nor stray field at all at the expense of dominant exchange 

energy over magnetostatic one 37,48,49. However, centered vortex core tries to destroy the overall 

vortex-configuration with decrease in radius (r) 36. In vortex-disks, the magnetization often points 

out-of-the plane at the vortex core to satisfy unfavorable exchange and dipole interactions even 

with strong planar anisotropy 37.  

Interesting geometry magnetic NRs favors the vortex-configuration avoiding the vortex core 

because of the presence of hole, which allows vortex-configuration in NRs can be preserved for 

very small ‘r’ 36,50–58. The remnant state at H = 0 of magnetic NPs (NDs, NRs, and NTs etc.) consist 
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of two domains of different helicity parted by two domain walls (DWs) on the opposite sides of 

the NPs. If two DWs starts to move towards each other, they will continuously be driven by the 

external magnetic field until the annihilation that consequently forces to retained the vortex-

configuration. On the other hand, if the two DWs starts to move in opposite directions, they will 

continue to do so until the onion state is fully reversed. These two typical processes are called 

vortex-formation process (V-process) and the onion rotation process (O-process), respectively. 

The probability of the V-process was found to be dependent on geometrical factor such as radius, 

thickness, width, length and the wall width of NPs. For example, nanoring with radius in the 

micrometer (µm) range, V-process is dominating. On the other hand, for radius ‘r’ within 50 nm, 

the both V-and O-reversal processes occurs; it was found that about 40 % undergo through V-

process whereas 60 % through the O-process 59. The bi-stable occurred between the V-process and 

the O-process in NRs whereas it is between the single domain state and the vortex state in NDs 60. 

Thus, the understanding of the movement of DWs is crucial to the vortex-spin-configuration in 

magnetic NPs. 

1.4 Magnetic Vortex Nanoparticles in Different Dimensions 

Low dimensional vortex NPs, such as  nanowires (NWs) are considered as 1-D when its radius is 

in the range of the DWs width or less and corresponding length is larger than DWs width, are 

getting attention significantly because of attainable physical properties and their manipulation 

varying the shape and size 61–67. The dimensional parameters of NWs can be controlled precisely   

with a high precision. Consequently, for example one can tune the superconducting magnetic 

response of superconductors in regards of their respective applications. The condensate and its 

vortex-configuration of NWs are inevitably influenced by the confining potential of the 

boundaries. For example, if the boundary effect overcome the stray field one can expect the NWs 

made of a material remains same irrespective of its thickness. Being quasi1-D systems, they are 

comparable with the theoretical/analytical solutions of coherent reversal such as Stoner-Wohlfarth 

and curling models 68. The magnetic properties of iron- and nickel-NWs are strongly influenced 

by the shape anisotropy 69,70 whereas, the magnetic properties cobalt-wires can be controlled by 

tuning the temperature and size dependent shape anisotropy and magnetocrystalline anisotropy. 

The competition between these anisotropies (shape and magnetocrystalline) can be tuned by the 

radius of the wires, i.e., smaller the radius, larger the effect of shape anisotropy even at a low 
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temperatures 70. The angular dependence of the switching field, an effect of large anisotropic field, 

cannot be accounted for by uniform mode (i.e., Stoner-Wohlfarth model) and curling mode. This 

is consistent with the irreversible reversal nucleates in a volume much smaller than the NWs 

volume. In this case, the choosing low anisotropy field allows the curling mode to describes the 

direction-dependent switching field 71. The several experimental evidences show that the reversal 

of the magnetization is governed by the nucleation of a reverse domain at the wire extremities and 

its subsequent propagation along the wire 71–73.  For wires with diameters equal and/or larger than 

twice the exchange length 𝑙𝑒𝑥, the nucleation occurs at several nearly degenerate fields values close 

to the curling instability; whereas the wires of diameters close to the lex, the Stoner-Wohlfarth 

model becomes relevant. In such case, the switching time and switching field measurements reveal 

that only a single energy barrier is dominated and the reversal process could described by an 

Arrhenius law 73. W.Y. Córdoba-Camacho et al. 61 have demonstrated the formation of quasi-1D 

vortex NPs in a single NWs and studied the magnetic response of the NWs with thickness. It is 

observed that when the NWs thickness decreases, vortices tend to arrange themselves in a regular 

chain (1D Abrikosov lattice). Adequately thin NWs diverge from type I material in favor of the 

intertype (IT) regime with multiquantum vortices and vortex clusters were found in mixed state. 

In such a regular chain, vortices were observed in the mixed state only when the field was close to 

its upper critical value. When decreasing the NWs thickness further, signatures of the IT regime 

was gradually disappeared. However, the regime of type II superconductivity was not reached; 

instead, ultrathin NWs re-enter to the type I regime. Although the analysis was done for a single 

NWs, the results were relevant for arrays of NWs when they were far away from one-another in 

an insulating template. This opens prospects of creating composite superconducting materials with 

widely tunable magnetic properties. 

Similarly, when we pass through 1D NPs to 2D and 3D, with different morphologies, for instance 

nanodiscs (NDs)/microdiscs (MDs)/nanorings (NRs) as 2D, whereas, nanocubes 

(NCs)/nanospheres (NSs) as 3D, can be found in the literatures.  In case of ferromagnetic 

NDs/MDs, a well-defined vortex-spin-configuration are occurred.  
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Figure 1.4: Examples of dimension-based vortex NPs (Source: self-made). 

With the field, these spins tend to align in-plane if the thickness of NDs/MDs is much smaller than 

the diameter that contributes the loss of exchange energy to cancel/balance the dipole energy. 

Simultaneously at the core of the NDs/MDs, the magnetization evolves out-of- plane and parallel 

to the plane normal. Nevertheless, they avoid the out-of-plane magnetization if the thickness is too 

small. A vortex core with out-of-plane (perpendicular) magnetization is therefore expected to 

occur if the geometry, i.e., shape, size, and thickness of the NDs/MDs are appropriate 36,37. 

Recently, the time-resolved response to applied magnetic field pulses is extensively reported in 

broad aspect which studied the dynamics of vortex in NDs/MDs, demonstrating the time-

dependence of the size, shape, and polarity deviations of the vortex cores, Eigen frequencies and 

damping of time-harmonic trajectories of the cores, the switching processes, and the spin waves 

involved. In case of NRs,  the absence of a central vortex core substantially reduces the exchange 

energy, making their vortex state energetically favorable, i.e., the lowest energy state (ground 

state), without out-of-plane magnetization (MR = 0), which avoids possible clusters due 

aggregation 41,74. Moreover, the vortex NRs have lower energy than NDs and do not produce 

surface magnetostatic charges, thus becoming more stable.  

1.5 Magnetic Energy in Nanorings/Nanodisks 

1.5.1 Exchange energy: The magnetic vortex state can be energetically preferable only when the 

particle size beats the exchange length, lex. In case of vortex state, the magnetostatic energy is 

zero, and the only energy value is the exchange energy, that in this structure has cylindrical 

symmetry. The exchange energy, Eex
V , in  the vortex state is given by 75,76 
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 where Rout and Rin are the outer and inner radii, respectively. 

Since the extra exchange energy, Eex
r , term appears from the edge roughness, which is proportional 

to the ratio between the perimeter as well as the volume of the ring, 
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where CO
ex = 9.2×10-6 is a characteristic energy for such nanostructures, w=Rout - Rin is the width, 

and  is the roughness amplitude. For a disc, w=Rout - Rin =Rout since Rin = 0. Therefore, the total 

exchange energies of ring and disc elements with the edge roughness energy contribution become 
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1.5.2 Magnetostatic energy: The magnetostatic energy of the system is considered to be an effect 

of the roughness of the surface and induced from the outer part (face and side surface) only. In this 

case, the energy expression of the roughness contribution term to the magnetostatic energy of the 

vortex state 75 is given by 

Ems =
 EO

ms t

t+ 

2

w
  for NRs                                                                        (1.10) 

In case of NDs, the extra magnetostatic energy due to the out-of-plane magnetization at the vortex 

core, referred to as the vortex core magnetostatic energy, Ems
vc , is quantitatively calculated by 

Ems
vc = (

Lex

ROut
)
2

. Thus, the total magnetostatic energy of NDs, Ems
tot, is 

Ems =  Ems
vc + Ems  = (

Lex

Rout
)
2
+

 Eo
ms t

t+ 

2

w
        for NDs                                         (1.11) 
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where  Eo
ms= 0.36 ± 0.01, =2/,  is a roughness correlation length of the order √2c, c = 5 nm 

is the cell size, and  = √2c/4 is the roughness amplitude. This empirical equation should describe 

the edge roughness effect of magnetic states for that the magnetostatic energy term dominates. 

1.6 Magnetic Energy in Nanospheres 

1.6.1 Exchange Energy: The exchange energy of vortex area is, 

EA
v =  

Js
2ls

2R(2−ln
b

Rv
)

2O

                                                                            (1.12) 

The anisotropy energy of the vortex area in the case of uniaxial anisotropy in the (x, y) plane, 

EA
v =  

K1V
v{1+(3−4ln2)(

b

Rv
)2}

2
                                                          (1.13) 

Where, Vv = 2Rv
2R is the volume of vortex region in NSs since vortex evolve in the cylindrical 

form. Further, the stray field energy of the vortex area can be written for the case R > ls, 

Es
v =  

2Js
2b3{0.083−(ln2−

1

2
)2(

b

R
)}

O

                                                    (1.13) 

Here, Rv is the radius of vortex region, and b = Rv/2 is the radius of the vortex core obtained by 

minimizing the total energy of the vortex region for soft magnetic materials 77. 

b = 0.68ls(
R

ls
)0.33                                                   (1.14) 

The energy of the curling region (volume Vcurl) is composed of exchange energy (EA
c ) and 

magnetocrystalline energy (EK
c ) and is given as, 

EA
c = 4ARln

2R

Rv
 

     EK
c =

KVc

2
                                                                     (1.15) 

Where, Vc =
4

3
R3 − 2Rv

2R is the volume of curling region. 

1.7 Magnetic Fluid Hyperthermia as a Thermal Therapeutics  

The word ‘Hyperthermia’ defines its meaning itself where ‘hyper’ means excessive and ‘thermia’ 

signifies the reflection of heat or heat generation. The idea to induce heat in the specific part of the 

body is to kill the unhealthy cells, mainly the cancer cells keeping safe healthy tissue at normal 

body temperature.  Briefly, cancer is an abnormal and uncontrollable cell proliferation, with the 
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potential to metastasize to throughout the body, including the brain, liver, breast and bones, 

through blood or lymph circulation. It has given a great threat to our health system being a largest 

cause of the death worldwide. According to the Global Burden of Cancer Study 2012, 14.1 million 

new cancer cases and 8.2 million cancer deaths were reported. In this scenario, the hyperthermia 

therapeutic technique involves the enhancing body temperature or a specific part above a threshold 

temperature. The temperature range generally utilize in between 42°- 48°C until the complete 

destruction of tumors 78. Usually, the limit temperature at which normal enzymatic forms can be 

annihilated, and the cells could slaughter, is 42°C. In brief, NPs with improved heating capabilities, 

along with the strategies for testing them have significantly changed the way in that hyperthermia 

based treatments are organized, driving to an energizing modern concept in cancer treatment. The 

local hyperthermia is utilized for tiny tumors and is the foremost dedicated treatment. Heat needs 

to be applied to tiny/little regions of the body whereas the encompassing zones are kept up at the 

typical body temperature of 37°C. As of now, modest microwave antennas or ultrasound is utilized 

to convey the heat to the tumor, which contains a most extreme estimate of almost 5 cm in size.  

In 1957, Gilchrist et al. 79 has introduced the magnetic NPs in thermal therapy as heat generators 

in the application of ac magnetic field and frequency.  With the efforts of several years in the 

development of nanotechnology, the magnetic NPs (MNPs) based hyperthermia technique, called 

magnetic fluid hyperthermia (MFH) is now widely attentive and rising as an efficient and effective 

research field in thermal therapeutic cancer treatments along with diagnosis and imaging. MFH 

technique directly transports therapeutic heating to the tumor cells that aids the realization of 

intracellular MFH, which can be further refined by attaching the cell-targeting ligands with MNPs. 

This advantage of control uniform localization heat leads to the greater selectivity and 

effectiveness of the treatment. Once the magnetic NPs are exposed to an ac magnetic field, the 

electromagnetic energy converts into heat which provides a great advantage in the deep tissue 

penetration and selectively destruction of tumor cells without harming the surrounding healthy 

tissues. The magnitude of converted heat energy largely depends on size, shape, types of NPs, 

composition, anisotropy, stoichiometry, application of the frequency, and the ac magnetic field. 

The application of magnetic field and the frequency need to be set in the inverse order. For 

instance, if the frequency is fixed, the amount of energy released by the MNPs, or the specific 

absorption rate (SAR), is dependent on the amplitude. Higher the amplitude of the ac magnetic 

field (AMF), the higher the SAR will be. This principle is the same for a fixed magnetic field; 



Page | 16  
 

higher the frequency, the higher the SAR 80. The complete overview on how MNPs-based MFH 

works from physical system and its translation onto clinical setup is given in Figure 1.5.  Here, 

SAR is a terminology of heat measurement generated by the magnetic particles, whose details is 

given in the experimental section (Chapter 2). 

 

Figure 1.5: Schematic representation of MFH for selective tumor cell destruction 81, (b) 

Schematic experimental setup for MFH 82, and (c) first AC magnetic field applicator used in 

humans (MFH300F, MagForce Nanotechnologies GmbH, Berlin) with an external field 

strength of 0–18 kA/m and a frequency of 100 kHz. The temperature is recorded by using 

Fibre-optic thermometry which are placed in different parts, such as prostate, urethra, 

rectum, perineum, scrotum and left ear, to adjust the desired steady-state temperature in the 

tumor 83. 

Of course, once the MNPs gets inside the body, great care has to be taken since the prompt 

generation of heat at the nanoscale level cause the significant functional changes in organisms 

along with direct synchronization of the physio-biochemical properties of the molecules. Such 

significant changes in the biological environment that may introduce the novel topics into the 

improvement of therapeutic efficacy in MNPs base thermal therapy. As an example, when an 

external field is applied to the lysosome-accumulated MNPs, lysosomal cell death can be arised 

due to increase in temperature and the possibility of larger reactive oxygen species (ROS) 

production within the lysosomes 84. Thus, the biological effects of induced local heat in 
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cellular/subcellular death and its fine administration mechanisms needs in-depth further 

investigation. 

1.7.1 Heat Loss Mechanism  

With the application of field and frequency to the MNPs, the induced electromagnetic (EM) energy 

exhibit their response in the form of heat. Such conversion of EM into heat during magnetization 

reversal is, in principle, called magnetic loss, which is usually called as heat loss. The induced heat 

largely depends on size of the NPs since the mechanism of heat loss is varied with the size-

dependent magnetic states.  There are different magnetic states such as superparamagnetic, single-

domain, ferro/ferrimagnetic (vortex, and multi-domain) with increase in size (Figure 1.6 (c)). 

Within the superparamagnetic range, the heat loss is mainly granted from Néel and/or Brownian 

relaxation mechanism when the thermal energy overcomes the rotational energy barrier under the 

application of magnetic field. In case of Néel relaxation, the rotations should overcome the induce 

friction in between magnetization easy axis and atomic lattices, whereas such rotation need to 

overcome the friction induce in between MNPs and their surroundings for Brownian relaxation 

and lead to the loss of EM energy and the production of thermal energy (Figure 1.6(a)). Néel 

mechanism in MNPs exponentially depends on magnetic anisotropy and volume of the particle. 

Néel relaxation is generally occurs in smaller particle sizes, i.e., superparamagnetic, whereas 

Brownian relaxation is not restricted within the superparamagnetic regime and largely depends on 

the viscosity of the medium if the particles can rotate or not even for larger particles, for instance 

single-domain or multi-domain particles 85,86. 

On the other hand, the internal magnetic structure of ferromagnetic system is an assemble of 

several domains separated by domain walls. The uniform magnetization emerges in each domain 

aligning all spin in the same direction. However, an accumulation heat loss mechanism in single-

domain and ferro/ferrimagnetic (vortex/multi-domain) NPs always occurs from the magnetization 

hysteresis (MH) losses in the application of external field and the nature of hysteresis loss largely 

depends on the particles response with increase/decrease of the applied field.  
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Figure 1.6: A complete overview of size-dependent heating mechanism at different region of 

NPs from superparamagnetic to multi-domain with Néel and Brownian mechanism, general 

magnetization hysteresis behavior (a-c) and dispersion of NPs in solution at their respective 

regions (d) (Source: self-made). 
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The complete hysteresis loss cycle provides three major information about the magnetic behavior 

of the system, namely coercive field (HC), magnetic remanance (MR) and the magnetic saturation 

(MS). These three physical parameter can predict the nanoparticle interactions and heating 

efficiency for magnetic fluid hyperthermia. The total heat induced by the MNPs approximately 

equals to the area of the magnetization hysteresis loss in a complete cycle of the applied magnetic 

field, which is given by relation 87,88.  

A = ∮ 
0
M(H)HdH

+H

−H
                                                         (1.16) 

Where A is area of hysteresis loss, 
0
 is permeability, +H to − H is the application of magnetic 

field in a complete cycle, and M(H) is magnetization as a function of magnetic field. 

1.8 Magnetic Vortex Nanoparticles in Magnetic Fluid Hyperthermia 

The MNPs-based MFH is the most promising supplementary techniques to the 

chemotherapy/radiotherapy for a cancer treatment. This technique has several achievements in 

terms of heating properties depending upon the NPs size, shape, crystallinity, dopant material etc. 

which are still under continuous improvement and is currently going through clinical trials89–92. 

The technique involves magnetic NPs subject to an external ac magnetic field and frequency to 

generate the heat and allows to target a specific tumor location and deliver toxic doses of heat only 

to the tumor area without damaging the surrounding healthy tissues 91,93. 

In particular, iron oxide based NPs are promising in MFH as a heat inducer. Superparamagnetic 

magnetite (Fe3O4) has been widely optimized in terms of shape, size, saturation magnetization 

(MS) and magnetic anisotropy in order to enhance heating response under the application ac 

magnetic field and frequency91,94. Unfortunately, the heat induced by SPM iron oxide NPs has 

reached its limit 95. Since last decades, on one hand, the focus is to design ferro/ferrimagnetic iron 

oxide NPs due to their larger hysteresis loss, which gives higher heating performance since heating 

efficiency depend on hysteresis loss of MNPs; on the other hand, high coercive field (Hc) and 

magnetic remanance (MR) give rise to agglomeration in the suspension 42,89,96. In this regard, NPs 

based on different geometry such as magnetic nanodiscs and nanorings with negligible HC and MR, 

but significant hysteresis loss, called magnetic vortex NPs, can be an alternative nanoheaters on 

combining the properties of SPM and FM/FiM  41,42,57,97,98. These properties reduce the long-range 

magnetostatic forces (dipole-dipole interactions) responsible for particle agglomeration; the 

complete scenario on advantage of vortex NPs is shown in Figure 1.6. The hysteresis loss nature 
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of these NPs are quite different as usually observed in ferro/ferromagnetic NPs governed by the 

transition of different state (vortex to onion, c-state and s-state). The nucleation (Hn) and 

annihilation field (Han), also called switching field (HS), are responsible for the nucleation and 

annihilation of such different state occurred on the NPs 39,99. Although stoichiometry of NPs does 

not affect the magnetic configuration of vortex NPs, different switching field (HS) can be observe 

for different NPs depending upon the shape, size and orientation with respect to application of 

field that provides different hysteresis loss on which the final heating efficiency (SAR, specific 

absorption rate) is depended. Thus, the heating properties of magnetic vortex NPs can be enhanced 

by tuning the several physical properties such as switching field (HS), shape and size, a.c. magnetic 

field and frequency, orientation of NPs etc. and this thesis is mainly devoted to study these physical 

parameters and their effects on MFH.                                                                                   

1.9 Magneto-mechanical Approach 

In cell biology, the living cells generate force and sense often via proteins, since proteins are 

generally force sensor in biological phenomena, which react to the mechanical influence with a 

conformational change (i.e., change in the shape of molecule produced by external factors) that 

triggers a biochemical signaling cascade. Every cells are influenced by a mechanical stimulation 

caused by muscle contraction, arterial pressure, and change in internal dynamics/mechanics. All 

the cellular process such as cell migration/motion, cell division, transportation of vesicle, and 

formation/shaping of cell membrane are monitored via intracellular mechanosensors and actuators; 

and their mechanical regulation are surveilled through the receptor-ligand interactions between 

cells and their extracellular environment 100. During such interactions, mechanical force imparted 

from the extracellular to the intracellular side and vice versa allows cells to record/examine the 

physical/mechanical properties of their surroundings and provides all the mechanical information. 

This mechanical information is converted into biochemical signals via adhesion 

assemblies/cytoskeleton and serves as mechanical input for intracellular signaling cascades 

influencing all the physiological response called mechanotransduction 101. The mechanical forces 

are of course generated by cells itself; besides it, such force can be generated by externally, for 

example through the application of magnetic field on MNPs. 

The shape-and size-dependent MNPs embedding the molecules onto their surface/shell are allowed 

to be remotely activated by applied magnetic field and promotes their interaction with cells, 
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viruses, proteins and DNA. The mechanical force, unlike the MFH, induced by mechanically 

actuated (by oscillation/rotation) MNPs after applying magnetic field remotely is widely attracted 

in the field of cell mechanobiology. The physical action inside the tumor arises by means of 

magnetic torque () and hence induced mechanical force allows us to study the cellular 

functions/response within the tumor cells and their death. Thus, remote sensing magneto-

mechanical transduction approach, combined properties of magnetism and mechanical force, could 

shape the new therapeutical methods in the field of cancer treatment 102. 

1.10 An Overview of Micromagnetism 

The theory of micromagnetism, widely known as ‘continuum theory of micromagnetism’ was 

developed in the early 20th century, which helps to understand the phenomena of magnetization 

processes/hysteresis loops in magnetic materials connecting the Maxwell’s theory of 

electromagnetic fields and quantum theory based on atomic backgrounds since both theories are 

unable to explain the magnetic phenomenon of spin order structures themselves. The Maxwell’s 

theory subjected to the permeabilities and susceptibilities of materials that valid for macroscopic 

dimensions; whereas, the quantum theory describes the magnetic properties on the atomistic level. 

The properties of magnetic materials can be understood by analytical solutions derived from these 

two theories.  The purpose of the theory is to predict the energy and magnetization distribution as 

function of the applied field/current considering the several morphologies based material and their 

mutual interactions. The ‘continuum theory of micromagnetism’ became crucial after 

Barkhausen’s jumps and Sixtus K. J. and Tonks L. experiment on the domain wall velocity103–106. 

The exchange energy of materials induces the long range magnetic order leading to the parallel 

alignment of neighboring atomic spins. This fundamental problem on origin of the long range 

magnetic order is extensively studied by means of theoretically and experimentally. However, the 

exact correlation of the atomic properties to magnetization structures and magnetization reversal 

mechanisms in bulk materials is still under huge debate. Although micromagnetism theory 

explains the materials properties based on the exchange energy arises by means of the boundary 

of materials, it is not recommended to avoid any of the three major energy terms, exchange, 

anisotropy, and magnetostatic because of the fact that the detailed magnetic behavior of a given 

material depends on the balance between these energies. 
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Heisenberg describes the ferromagnetism107 on the basis of exchange interactions and derives the 

micromagnetic equations from which two major assumptions are made: (i) micromagnetism is a 

quasi-classical theory and Heisenberg spin operators are replaced by classical vectors and  (ii) the 

energy terms are derived either by the transition from an atomistic model to a continuum model. 

Further, the micromagnetism assumes that the direction of the spin changes by a small angle from 

one lattice point to other, whose direction angles can be estimated by a continuous function of 

position vector, x= (x, y, z)T. In this case, the continuous vector field, i.e., the magnetization M(x) 

describes the ferromagnetic state; the direction of M(x) varies continuously with the coordinates 

x, y, and z 108. 

1.10.1 Exchange energy 

The exchange energy in ferromagnetic NPs, which behaves a quantum mechanical in nature, 

depends on the relative direction of their spins. In such case, the energy of two parallel spins is 

lower as compared to their antiparallel state. Once the spins get parallel to each other, the electrons 

favor to move apart lowering the electrostatic energy. The corresponding gain in energy can be 

large enough so that the parallel state is preferred. This energy is very crucial in the formation of 

covalent bond of solids materials and is responsible for ferromagnetic exchange coupling, also 

refereed as ‘direct exchange coupling’. This direct exchange coupling is potentially applicable to 

very limited materials since several models, including itinerant electron ferromagnetism and 

indirect exchange interaction or Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction, exist 

which covers wide range of materials. To provide the continuum equation of the exchange energy, 

Landau and Lifshitz109 have demonstrated for tiny deviations of the magnetization from a 

uniformly magnetized low energy state. For non-uniform magnetic states, which increases the 

exchange energy, the first deviations ∇ of the direction cosines  must occur quadratically in the 

energy equation. Both assumptions are fulfilled by the differential operators (grad J)2, (div J)2 and 

(curl J)2
. Among them, (grad J) is considered as the accurate and precise illustration of the excess 

exchange energy because div J and curl J would lead to zero exchange energies although both 

cases non-uniform magnetization exists110.  The exchange energy density for any materials, i.e., 

amorphous and crystals,  


ex

= A{(
1
)2 + (

2
)2 + (

3
)2}                                         (1.17) 
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The exchange stiffness constant A is related to the exchange integral Jij between spin Si and Sj at 

position ri and rj. From the Heisenberg exchange Hamiltonian111, the exchange energy for two 

localized spins, 

Hex = −2∑ Jij(rij)Si(ri)ij . Sj(rj)                                             (1.18) 

where Jij denotes the exchange integral between the ions of spin Si and Si with distance rij = ri-rj. 

The exchange interactions tend to keep the magnetization uniform. However, external fields could 

give rise to a locally confined non-uniform magnetization depending on the geometry of NPs. 

1.10.2 Magnetocrystalline Anisotropy Energy 

The ‘anisotropy’ signifies the dependence of magnetic properties of a material with the direction 

axes. The magnetocrystalline anisotropy has intrinsic contribution to the material with the origin 

at the atomic level interacting between the ions and the crystal field. The strong coupling between 

the spin and orbital angular momenta within an atom may lead to induce the different physical 

properties, for instance hysteresis loop in a magnetic measurement. Depending upon the shape of 

materials, the spin–orbit coupling (L-S coupling) prefers toward their crystallographic directions 

for the magnetization, which is referred as easy direction. In this state, anisotropy energy, need to 

rotate the magnetization away from the easy axis, is small as compares to the exchange energy 

depends on the lattice structural origins. For examples, (i) uniaxial anisotropy occurs in hexagonal 

crystals such as cobalt with energy E = KV sin2 + higher terms, where  is the is the angle between 

the easy direction and the magnetization, K is the anisotropy constant, and V is the volume of the 

materials. Usually ‘higher terms’ are very small and hence can be neglected; (ii) cubic anisotropy 

usually found in iron and nickel with energy E = K0V + K1V(
1
2
2

2 + 1
23

2 + 2
23

2), where  is 

direction cosine between the magnetization axis and the crystal axis. 

1.10.3 Magnetostatic Energy 

The total magnetostatic energies, includes the non-local dipolar interactions, are contributed from 

two different magnetic fields, i.e., external magnetic field, Hext, and the dipolar fields, HS, 

resulting from magnetization MS. The magnetostatic energy of the external field, introduced as 

Zeeman energy, which is the sum of the interaction energies of local moments 
i
= g

B
Si(ri), can 

be written as,  

 = g
B


0
∑ Si(ri). Hexti                                                  (1.19) 
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Where “g” is Lande’s splitting factor, B is Bohr magnetron and 0 is permeability in free space.  

On the other hand, the dipolar field is very important for the formation of domain patterns in the 

magnetic materials109. Brown W. F.112 discussed magnetostatic principle extensively within the 

atomistic description of magnetization in which the macroscopic stray field is determined by 

summing all dipole fields of the magnetization, 

HS(r)=
1

4
 ∑

iri

R3i + 
3(i(ri).R).R

R5                                                 (1.20)  

 

Where 𝑅 = 𝑟 − 𝑟𝑖  

1.11 Landau-Liftshitz-Gilbert Equation of Motion 

The theory of micromagnetism in a dynamic magnetization processes describes the many problems 

regarding reduced energy losses in particles/thin-films, the estimation of resonance frequencies 

and spin-wave spectra. Bloch 113 gave the time-dependent motion of magnetizations considering 

uncoupled and undamped magnetic moments. Further, Landau and Lifshitz109 revealed the 

equation of damped motion of the magnetic polarization. Classically, let P is the angular 

momentum and L is torque acting on the rigid body, then equation of the rotational motion of a 

rigid body can be given by linking P and L, i.e., L = dP/dt. Further, let magnetic torque L = Js 

× Heff, where Js  = P, then the undamped rotational motion can be obtained as,  

dJs

dt
=   (Js × Heff)                                                   (1.21) 

Where,  = -1.1151 g (Am/s)-1 is gyromagnetic ratio. 

Landau and Lifshitz (LL) have expanded equation adding damping term −
L

Js
[Js × [Js × Heff]] and 

divided obtained equation by 0 and replace Js by magnetization, Ms which finally gives the 

equation of magnetization, 

dMs

dt
= 

L
 (Ms × Heff) − 

L

Ms
[Ms × [Ms × Meff]]                              (1.22) 

Where, Heff is an effective field which can be defined as a negative variational derivative of the 

free magnetic energy with respect to the magnetization. The first term on the right-hand side of 

equation (1.22) describes a precessional rotation of Ms with frequency  = − Heff. The minus 

sign in  signifies the anticlockwise precessional motion if a positive effective magnetic field 

considered. Similarly, the second term denotes the rotational magnetization, Ms toward the 
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direction of the effective field. The above equation is valid for a small damping only, thus the 

equation is modified by Gilbert 114 for strong damping in thin films as,  

dMs

dt
= 

G
 (Ms × Heff) − 

G

Ms
[Ms ×

dMs

dt
])                                       (1.23) 

On combining the above equations, we get 

dMs

dt
= 

G

(1+G
2 )Ms

 (Ms × Heff) − 
GG

(1+G
2 )Ms

[Ms × [Ms × Meff]])                 (1.24) 

Where,  
L
=  

G

(1+G
2 )

 and L =
GG

(1+G
2 )

 

This is called Landau-Lifshitz-Gilbert equation. The interaction in between the precession (Figure 

1.7(a)) and the damping (Figure 1.7(b)) term leads to damped oscillations of the magnetization 

around its equilibrium state. In LLG, the precessional term Ms × Heff decreases, which remains 

same in LL equations. Similarly, the damping factor increases linearly with L in case of the LL 

equation which goes through a maximum value for the LLG equation. For larger values of G, the 

precession and damping terms are vanished.  

 

Figure 1.7: Dynamical motion of a single magnetization vector: (a) precession and (b) 

damping.  

The LL and LLG equations are basic but fundamental to investigate the complex magnetization 

dynamics in ferromagnetic materials. This equation widely takes place to understand the 

nonlinearity effect in magnetization dynamics, magnetization switching behavior, oscillation in 

spin wave dynamics and force-precession regime etc. Although the both equations seems 

equivalent, LLG is more crucial in view of physics of magnetization since the magnetization 
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direction is space-dependent for ferromagnetic NPs (multi-domain particles). Even in small NPs, 

where the domain wall formation is energetically unfavorable, the uniform magnetization 

dynamics realized itself as a single domain state and LLG equation describes the coherent 

rotational magnetization. 

1.12 Micromagnetic Simulation: Overview of Mumax3.9 

As discussed in the previous section, the micromagnetic theory is an extensive approach to extend 

the magnetization reversal/structural and/or hysteresis effects of ferro/ferrimagnetic materials 

whose strong theoretical foundation is LLG equation described above (Eq. 1.24). 

Since the late 19th century, large scale computer has opened up the study of materials physical 

behavior through computerized simulation which becomes highly impacted tools on not only to 

understanding/predicting the materials properties but also on the development of advanced 

technology based on magnetic materials. In this regard, the dynamic micromagnetic simulation 

allows us to study the time evolution of the magnetization depending upon the value of damping 

parameter (α) since α depends nonlinearly on the magnetization of ferromagnetic materials. 

Usually, α is used to take in the range of 0.1-1 (mostly 0.5), which allows to reduce the simulation 

time. Such numerical micromagnetic modelling can be performed in two well-develop methods, 

i.e., the finite difference (FD)115 and finite element (FE)116. These two approaches describe the 

connection between the local spin-configuration arrangement of the magnetizations and the 

micro/nanostructural properties on a length scale of several nanometers. In addition, the 

quantitative influence of the size, shape and orientation of magnetic nano/microstructure on the 

magnetization reversal and hysteresis processes can be observed and/or speculated42,117. In 

particular, the FD approach use the method of discrete values on the grid to speculate the field 

quantities, whereas in FE approach, the magnetic domain is fragmented into several elements, and 

nodal basis functions are used to estimate the field quantities. The LLG based micromagnetic 

simulations is a challenging technique in numerical micromagnetism due to difficulties in 

obtaining the effective magnetic field. This effective magnetic field is derived mainly from three 

energies, i.e., the magnetostatic, exchange, and magnetocrystalline anisotropy field contributions 

to the magnetization dynamics109. Among these three, the magnetostatic energy is the most 

challenging contribution to the magnetization dynamics because of its origin from long-range-

interaction in which the effect of the magnetization at any point on the magnetization at every 
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other point should be accounted. This magnetostatic energy obtaining from a magnetostatic field 

is the most time-consuming in the micromagnetic problem. Along with this, strong stray field arises 

from these interaction could make a drastic change in magnetization reversal process that affects 

switching field of the system, i.e., the angular dependence of nucleation field NPs deviates 

considerably118. Another magnetic simulation study reported the effects of inter-grain exchange 

and magnetostatic interactions on remanence and coercivity cubic magnetic particles which 

revealed  that inter-grain exchange interactions increase the magnetic remanence and reduce the 

coercive field 119. The long-range-magnetostatic interaction between plethora of grains in the 

system would result a magnetic cluster that can be associated with the final magnetization reversal 

process.  

The impractical importance and the motivation to perform micromagnetic simulation can be 

summarized specifically (i) to confirm and interpret experimental results, (ii) to test and/or 

predict/optimize for a new experimental design, and (iii) for an approximate validation of 

analytical solutions. While designing an expensive and time-consuming new experiment, 

micromagnetic simulations can be performed in advance in order to navigate the parameter 

required and the feasibility in practices. In addition, such simulations permit one to quick screen 

that are not available experimentally, for example individual micromagnetic energy which allows 

a profound understanding of the complete phenomena under investigation. Sometime recently the 

appearance of present day computers, micromagnetic investigation was constrained to analytic 

derivations of equilibrium magnetization states strong solid assumptions and to the simplification 

of the LLG elements to effective equations of motion, pertinent to one particular framework, for 

instances domain wall motion 109 and ferromagnetic resonance 120. In any case, this approach is 

restricted to exceptionally particular cases and isn't adequately common to complement the 

outcomes of complex experimental systems. The another way is to utilize numerical methods to 

minimize the free magnetic energy and to resolve the LLG equation to simulate the magnetization 

dynamics. Thus, numerical micromagnetic simulation is strong tool to investigate the static and 

dynamic behavior in micromagnetic systems. This tool helps to solve and predict the damped 

equation for a continuous magnetic system, involving all the interactions in three-dimensional 

regions of arbitrary geometry, polycrystalline grain structure and physical properties. 
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There are several micromagnetic simulation program based on FD (Mumax, GPMagnet, 

Micromagus, Fidimag etc.) and FE (FEMME, Finmag, Fastmag, Nmag, Magpar, and tetramag 

etc.) systems. We use an open-source graphics processing unit (GPU)-accelerated Mumax3 

program throughout our research to investigate the time and field dependent magnetization 

dynamics in nano to micro scale iron oxide NPs and compare all the results with their theoretical 

and experimental counterparts. Mumax3 is an open access  software under the GPLv3 license on 

http://mumax.github.io, which is written in Go121
 and CUDA122. An NVIDIA GPU driver is 

compulsory to run it in a Linux, Windows or Mac platform. No further additional support is 

required. 

To run the required micromagnetic simulation, we need to script the required simulation in txt file 

in which following physical quantity must be defined:  

 Mesh size and Geometry: Mesh size, cell size and cell geometry should be defined at the 

beginning of the script. It is recommended the number of cells to be in the powers of two, 

or at least have small prime factors. It should be noted that mesh size must be smaller than 

the exchange length (lex) of NPs 123. 

 Shape/morphology: The shape/morphology of the NPs should be defined. For examples 

sphere, disks, rings, cuboids, square, cylinder etc. 

 Material Regions: If the NPs contain several regions (for instance core shell) and someone 

want to simulate those systems then one has to define the number of regions along with 

their own parameters since each cell is assigned to a single region.  

 Initial Magnetization: The initial magnetization is set by assigning a Config to m, setting 

it in separate regions, or by loading a file directly. 

 Material Parameters: Material parameters should be defined which are assigned to the 

256 regions. There are vectors and scalar material parameters 

 Excitation: The magnetic field or current excitation should be defined, likewise the 

material parameters. 

 Output: There are several output, which can be obtained. 

 Scheduling Output: It gives the required output that one defines as per our needed while 

scripting. 

 Running: It runs the simulation for a given time in seconds. 

http://mumax.github.io/
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Figure 1.8: Snapshot of script for the simulation of iron oxide hollow nanotubes. 



Page | 30  
 

Based upon above simulation tools, script (Figure 1.8) can be written for hollow nanotubes (as an 

example). Further, the script can be changed slightly based upon the geometry of the NPs. We 

have performed micromagnetic simulation for different shapes, such as nanorings, nanodisks, 

nanospheres and nanotubes with circular vortex-spin-configuration are shown in Figure 1.9. 

 

 

Figure 1.9: Images of shape-dependent vortex NPs obtained via micromagnetic simulation. 

 

1.13 Magnetization Behavior: Hysteresis Reversal Modes and Switching Field Dynamics 

In general, magnetic hysteresis (MH) loops are straightforward experimental probe of particle 

interactions in which the domain-wall and behavior of domains are mainly responsible to 

reproduce the different nature of hysteresis loop. Moreover, intra-particle effects for instance, 

thermal fluctuations significantly influence the net magnetization of NPs leading towards the 

different magnetic environment in a core and a shell which has a key role to reduce energy barrier 

distributions. Although, a large number of efforts have been made over several decades performing 
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low temperature dependence magnetic measurement, the impact of intrinsic and extrinsic factor 

on MH loop is poorly understood. The understanding on MH process becomes more complex 

when the materials exhibit the unusual properties, i.e., so-called vortex configuration at remanance 

above the single-domain. The complex phenomena of MH loop are due the distribution of the 

magnetization to the in-plane and out-of-plane and switching dynamics of the magnetization curve 

depending on the shape, size, orientation, anisotropy and external field since each case has its own 

magnetic spin-configurations. The well understanding magnetic behavior of the materials plays an 

important role in the development of various devices in nanotechnology. The magnetization and 

switching of the magnetic states from vortex-to-vortex, vortex-to-onion, and onion-to-onion are 

crucial for technological applications 124,125.  

margin127

 

Figure 1.10: (a) Diameter dependent switching field of permalloy disk 127; (b) aspect ratio 

dependent switching field of permalloy disks 39, and (c, d) angle-dependent hysteresis loop 

and switching field of magnetite ellipsoid 44.   
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To receive the uttermost pliability in a device in a convenient way, the control and reliable switching 

of the magnetic states is possible, i.e., the two vortex-state chiralities, the two onion-state 

orientations, and even between these vortex-to-onion states. However, the switching in between two 

possible vortex states having an opposite chirality is not easy tasks. This can be achieved via 

nucleation of the onion states immediate followed by the auto-motion of vortex walls (VWs). In 

any case, the nature of the resulting relaxed vortex state, whether it is clockwise or anticlockwise, 

depends on the direction of the onion-states while nucleating 126. Experimentally, these complex 

switching phenomena of magnetic states can be understood critically by time-resolved scanning-

transmission x-ray imaging technique. 

The nucleation and annihilation/saturation field can be referred as a switching field of the system 

since both fields are responsible for the switching of different magnetic states.  Figure 1.10 (a) 

shows the clear dependence of the in-plane (ip) switching field in permalloy disks with its diameter 

at constant thickness of 35 nm. It looks that saturation field (HS-ip) strongly depends on the disk 

diameter, whereas the nucleation field (HN-ip) seems remains almost constant within the error. 

Figure 1.10 (b) shows the analytical and simulated evolution of switching field with aspect ratio 

( = t/d) for an isolated circular dot with variable dimeter at fixed thickness 30 nm. It is clear that 

nucleation field increases with increase in aspect ratio which in contrast of annihilation field 39. 

Gao et al. 44 have studied the orientation dependent hysteresis loops and switching fields of single 

ellipsoidal NPs with length and width of 140 nm and 90 nm, respectively.  Figure 1.10(c) shows 

the hysteresis loop at different angle 00, 300, 450, 750, and 900. The obtained hysteresis loops of 

the ellipsoidal NPs are different at different orientation which is possibly due to the evolution 

anisotropic magnetization and existence of different spin-configuration influences by the tilt 

particles. In addition, the switching field for the same particles is extracted from the obtained 

hysteresis loop and plotted as a function of angle as shown in Figure 1.10 (d). It is noticed that the 

switching field is significantly influenced by the orientation of the ellipsoidal NPs which first 

decreases until 450 giving a minimum switching field of 400 Oe and then increases until 900. Thus, 

these discussions over different shapes, size, orientation and switching field effect on 

magnetization behaviors have provided an overview of magnetic reversal and switching dynamics 

of the vortex NPs.  

1.13.1 Effect of the Size, Shape and Orientation 
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Cowburn and co-workers have investigated the different magnetization dynamics varying the size 

of permalloy disk36. Figure 1.11 (a) shows the experimentally measured hysteresis loops of varying 

diameter and thickness of the permalloy disks at different magnetic field. The magnetic field was 

applied in the plane of the disks in the easy axis direction. Figure 1.11 (a) shows the non-coherent 

hysteresis loss having switching field (nucleation field) nearly 250 Oe. Once the applied field 

started to decreases/increases from saturation (positive/negative), the disks magnetization remains 

constant until a switching field (annihilation field) close to zero from which single domain state 

switch towards vortex state and hence lost all the magnetization.  

 

Figure 1.11: MH Hysteresis loops measured from disks of diameter d and thickness t at 

different magnetic fields. (a) d=300 nm, t =10 nm and (b) d =100 nm, t=10 nm represent the 

hysteresis loop with schematic spin configurations. (c) Hysteresis loops measured varying 

diameter d and thickness t of disks36.  

 

The complete loss of magnetization close to zero field is a key evidence of the formation of a flux-

closure-configuration. In such disks system, vortex core formation is a complex field induced 

structural phenomenon that induces the out-of-plane magnetization. The vortex state can be 

annihilated by applying the high magnetic field that reinforces the vortex core towards the edge 

from center of disks and becomes unstable and eventually annihilated leaving single-domain state 
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as a final spin configuration state. Figure 1.11 (b) shows the hysteresis loop when field applied in 

direction of easy axis. It seems that the magnetization retains a high remanence nearly 80% and 

switch at a very low field of 5 Oe which is a behavior of single-domain particles. Further, it was 

observed zero magnetic remanence when the field was applied parallel to the hard axis instead of 

the easy axis which reports the effect of field direction on magnetization. Figure 1.11 (c) shows 

the magnetization reversal hysteresis loop varying the diameter and thickness at different external 

magnetic field which gives clear visualization regarding the size/shape and field effect on 

magnetization reversal loop and switching dynamics. 

 

Figure 1.12: MH hysteresis loops for permalloy NPs of different shapes in the application of 

external field along the easy-axis 128. (a) cube with size, l = 85.6 nm; (b) cylinder with size, l 

= 100 nm, w = 20 nm; (c) ellipsoid with size, l = 100 nm, w = 38 nm; (d) sphere with size, d = 

53 nm. 
 

Recently, Dimian Mihai and co-workers 128 studied on how NPs of various shapes and orientation 

affects their MH loop in an external magnetic field. and the how magnetization vortices are formed 

and propagated in NPs. Figure 1.12 shows the effect of nanoparticle shape on magnetization 

hysteresis loop for the four different shapes such as cube, cylinder, ellipsoid, and sphere in the 
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application of external magnetic field from 100 kA/m to -100 kA/m in steps of 1 kA/m on the easy-

axis. The comparative study concluded that the cylinder exhibits larger hysteresis loop area 

indicating the most efficient shape, among four, to use in the hysteresis loop based application. 

The larger hysteresis loop in cylinder is might be due to the strong contribution of shape 

anisotropy. 

 

Figure 1.13: Simulated angle-dependent hysteresis loop in different shape NPs. (a-b) x-

component hysteresis loops for different angles of the external applied field 128; (c-d) net 

hysteresis loops along different angle 41,42. 

 

The angle-mediated hysteresis loop in the application of magnetic field was first observed by 

Stoner and Wohlfarth (SW) model considering an impracticable constrain, i.e., the coherent 

motion of the particle magnetization during the reversal process 129. When this SW model is 

applied to compute the MH hysteresis loop at different angles of the applied field, the hysteresis 

loop was evolved being narrowing with increase in angle between the direction of applied field 

and the easy-axis which completely disappears at 900. However, the non-coherent mechanisms of 
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magnetization reversal are considered, the different scenario of hysteresis loop are observed with 

lower coercive fields, several jumps or multiple loops. Figure 1.13(a-b) show the MH behavior of 

the x (easy-axis) component of the magnetization at angle 00, 300, 450 and 600 for cylindrical and 

spherical permalloy NPs in the application of magnetic fields. Similarly, Liu et al. and Yang et al. 

have studied the same angle dependent hysteresis loop in magnetite rings and disks, as shown in 

Figure 1.13(c-d) where it is clearly seen that the significant effect of orientation of the NPs on 

hysteresis loop and its obvious impact on desire hysteresis based application, for instances data 

storage and magnetic hyperthermia etc. In addition, these all the magnetic reversal loops shown in 

Figures clearly provide the effect of shape, size, and orientation on switching field of NPs along 

with magnetization dynamics.   

1.14 Aim of the Present Work and Thesis Outline 

Iron oxides NPs specifically magnetite (Fe3O4) and maghemite (-Fe2O3) are widely accepted as a 

most biocompatible magnetic materials in biomedical applications over other free metallic iron 

and ferrites such as nickel or cobalt analogues. As discussed before, the advantages of magnetic 

vortex configuration in NPs over superparamagnetic ones, this thesis is primarily devoted to the 

control synthesis of iron oxide NPs maintaining the vortex-spin-configuration. Secondly, it 

provides in-depth knowledge and analysis of characterization and possibility of potential use in 

magnetic fluid hyperthermia and magneto-transducers properties in cancer treatments. Overall, 

this thesis deals with iron oxide vortex NPs of diverse morphology viz., nanorods (NRs), 

nanospheres (NSs), ellipsoid, and hollow NTs and investigates their in-depth physio-chemical 

properties to utilize them in thermal therapeutic applications. The main objective of the thesis is 

summarized below: 

 Control synthesis of iron oxide nanodisks, nanorods, nanospheres, and nanotubes via 

microwave-assisted hydrothermal route. 

 To investigate the effect of precursors, volume of solvent (water), formation mechanism of 

different shapes of -Fe2O3 and their controlled transformation into corresponding Fe/Fe3O4, 

Fe3O4, and Fe3O4--Fe2O3  NPs 

 Role of shape/size, temperature, time, rate of flow of gas (H2 + Ar in the present work) on the 

reduction mechanism of -Fe2O3 onto iron oxide (Fe/Fe3O4, Fe3O4, and Fe3O4--Fe2O3)  NPs. 

 To envisage the magnetic vortex-spin-configuration in the synthesized NPs of diverse shape.   
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 To explore the shape-and size-dependent magnetic properties and their corresponding their 

utilization in thermal therapeutics applications. 

 To scrutinize the effect of stoichiometry, orientation, and anisotropy of NPs on enhancement 

of magnetic fluid hyperthermia properties. 

 In-vitro and in-vivo biological test in different cell lines to investigate the cell viability and the 

inflammation response. 

Keeping the above objectives in mind, several morphologies based iron oxide NPs were 

synthesized and their in-depth physio-chemical properties and magnetic fluid hyperthermia and 

magneto-transducers properties were explored for thermal therapeutics applications. 

 Chapter 2 provides the synthesis protocols including the necessary experimental and 

theoretical background for the characterization of the iron oxide NPs. 

 Chapter 3 studies the mechanistic insight of PO4
3−anions in shape-controlled synthesis of iron 

oxide from micro-scale to nanoscale particles, their phase composition and the origin of 

Verwey transition. 

 Chapter 4 investigates the vortex-spin-configuration in non-stoichiometric Fe3O4 nanospheres 

by means of theoretical, experimental and micromagnetic simulations. 

 Chapter 5 presents the enhancement of magnetic fluid hyperthermia properties caused by 

stoichiometry, orientation and switching field of Fe3O4 iron oxide vortex nanodisks. 

 Chapter 6 discusses the design of iron oxide hollow NPs and the role of shape anisotropy 

contribution in the enhancement of magnetic fluid hyperthermia response and in vitro cell 

viability and in-vivo inflammation test. 

 Chapter 7 depicts the theoretical analysis on evolution of magnetic energy, ground state 

stabilization, and mechanotransduction properties of Fe3O4 vortex nanorings and nanodiscs. 

 Chapter 8 summarizes the overall conclusions of the thesis and the future research directions.  

 Chapters 9 includes bibliography 
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Chapter 2 

Microwave-Assisted Hydrothermal Synthesis and 

Experimental/Theoretical Background 
 

 

 

The understanding of the synthesis route, the formation mechanism and characterizations of 

as-obtained materials is essential prior to any application. This chapter first provides a 

complete overview of a microwave-assisted hydrothermal route and importance of surface 

modifications of the NPs for biological applications. In the second part, the working principle 

and all the necessary background of all the characterization techniques such as X-ray 

diffraction (XRD), electron microscopy, Fourier Transform Infrared Spectroscopy (FTIR), X-

ray photoelectron spectroscopy (XPS), Magnetometry, Mössbauer Spectroscopy, and 

calorimetry method for magnetic fluid hyperthermia are discussed.  
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2.1 Microwave Assisted Hydrothermal Synthesis 

Over two decades, large number of breakthrough are reported following the emergence of NPs in 

physical/natural sciences and engineering; specially their magnetic, electronic, optical and 

mechanical properties depending upon the shape and size.  The optimization of size of NPs from 

microscale to nanoscale lead to reproduce NPs with great changes attaining new perspectives in 

their physio-chemical properties and allows them to test in different applications from industrial 

to biomedical nanotechnology 130,131. The design of such NPs with diverse shape and size for the 

particular application is rather complex which needs a proper understanding prior to their 

engineering.  Usually, bottom-up approach, also referred liquid phase synthesis (LPS hereafter) is 

utilized to synthesize diverse NPs rather than top-down approach. LPS methods have several 

advantages over other gas-phase and solid-phase synthesis methods, for instance, LPS helps to 

controlled size and shape of NMs at low temperature within a short time from minutes to hours, 

reasonably low-cost particularly compared to solid-phase synthesis methods, simple with high 

mass yield, and surface modifications with functionalization can be achieved in situ, even post-

synthesis with respect to the application field. 132–134 Figure 2.1 shows  different ways of preparing 

NPs and prepared 135. The NPs obtained by LPS methods can be stored for a long time in their 

original form (either liquid or powder) for further/future use.  

Figure 2.1: Different methods to prepare nanomaterials. (Reprinted with permission from 

ref. 135. Copyright 2014 Manufacturing). 

In the recent years, researchers/scientists have attracted towards microwave assisted synthesis 

method (Figure 2.2) and applied it in various laboratory of nanomaterial synthesis 136,137,  solid-

state chemistry, nanotechnology 138 and organic synthesis 139 etc. for diverse applications. Recent 
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time has witnessed that the microwave heating technology is emerging as an alternative heat source 

for rapid volumetric heating with shorter reaction time and higher reaction rate, selectivity, and 

yield as compared to the conventional heating methods, providing fast chemical reactions and 

quick materials preparation in a very short span of time, usually in minutes/seconds, instead of 

hours or even days usually required by the conventional heating methods, leading to relatively low 

cost, energy saving, and high efficiency for materials production 140–142.     

 

Figure 2.2: a) Application of Microwave-Assisted Method, and (b-c) Experimental setup of 

the MW-assisted flow reactor system with MW cavity part (Source: Figures (a, c) are self-

made; Figure (b) is taken from the instrument available at UFMA). 

Beside, having large numbers of advantages of microwave assisted synthesis, the limitation of 

microwave-assisted synthesis is rapid heating requires a reaction component with a large loss 

tangent, denoted by tan δ, (such as water, ethylene glycol) than their corresponding reaction 

media/solvent, phenomena is called selective heating 143. So it is always beneficial to use those 

solvent having high microwave absorbing capacity to get high heating rates, water and alcohol for 

example. Also the poor solubility of organic reactants in aqueous media is another limitation for 

organic synthesis in water, which usually results in immiscible or biphasic reaction mixtures. 

However, there were several attempts to overcome this problem by using surfactants, mixing with 

co-solvents, heating of the reaction mixture, or grinding of reactants.  Thus, in spite of those 

limitations, it has great promise in microwave-assisted organic synthesis (MAOS) and in MW-

assisted nanomaterial synthesis 141,144. Microwave-assisted chemical reactions depend on the 

ability of the reaction mixture to efficiently absorb MW energy, which often depends on choice of 

solvents for the reaction. The ability of a specific solvent or material to convert MW energy into 
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heat is determined by the so-called loss tangent (δ). The concept of dielectric loss tangent was 

introduced to compare heating efficiencies of microwave in materials with similar characteristics 

using, which is given by, tan δ = 
ε′′

ε′
  , where ε′′ is the imaginary component of the dielectric and 

represent the microwave radiation absorption and conversion to heat and ε′ is the real component, 

which signifies the ability of the material to reflect or store an electric field 143,145. The solvents 

used in microwave heating can be classified on the basis of their loss tangent (tan δ): high (tan δ > 

0.5), medium (tan δ ≈ 0.1-0.5), and low (tan δ < 0.1) 142. The value of the loss tangent (tan δ) 

according to solvent is different and is given in Table 2.1. 

Table 2.1: Loss Tangent (tan δ) Values at 2.45 GHz and 20 °C and Boiling Points of Different 

Solvents 144: 

Solvent Boiling Point Tan δ 

Ethylene Glycol 198 1.350 

Ethanol 78 0.941 

2 - propanol 82 0.799 

Methanol 65 0.659 

1,2 dichlorobenzene 180.5 0.280 

N- methyl 2 pyrrolidone 202 0.275 

Acetic acid 118 0.174 

N,N-dimethylformamide 153 0.161 

1,2-dichloroethane 84 0.127 

Water 100 0.123 

Chlorobenzene 131 0.101 

Acetone 57 0.054 

Tetrahydrofuran 66 0.047 

Toluene 111 0.040 

Hexane 68 – 69 0.020 

2.1.1 Microwave Heat Generation and Mechanism 

Simply, microwave heating is process of transferring of electromagnetic energy to thermal energy 

rather than transfer of heat. The basic principles of microwave chemistry have been discussed in 

several review papers 140,143,145–148. As an example, Gabriel et al. 148 has provided the theory of the 

microwave dielectric heating, which consists of two main mechanisms namely dipolar polarization 

and ionic conduction. Microwaves generally heat any material containing mobile electric charges 

such as polar molecules or conducting ions in a solvent or in a solid. During the microwave heating, 

polar molecules such as water molecules strive to orient with the rapidly changing alternating 
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electric field; thus heat is induced by the rotation, friction, and collision of molecules (known as 

dipolar polarization mechanism). Ions also move with the oscillating field, colliding and 

generating heat. These collisions of ions with other species in solution generate much more heat 

than dipolar polarization. The studies on the mechanisms of microwave heating are even 

complicated by the fact that the rate enhancements of chemical reactions are dependent on many 

complex factors. Gedye et al. 149 found the effects of several factors, such as sample volume, 

solvent, homogeneous and heterogeneous reactions, size of reaction vessel, and power level, on 

rate enhancements in microwave-assisted organic synthesis. In addition, higher pressure and 

temperature attained rapidly in MW-assisted processes may help increasing the rate of reactions 

via enhanced homogeneous mixing of the reactants (in-water) and decreasing the hydrophobic 

effects (on-water). They proposed that the rate enhancements were caused predominantly by the 

rapid superheating of the solvent by microwaves. Moreover, they found that the microwave heating 

rate increased due to presence of ions in the reaction mixture. In addition of these thermal heating 

effects, de la Hoz et al. 150 added the role of  ‘non-thermal microwave effects’ also called ‘specific 

microwave effects’ which arise due to interaction of microwaves with materials in the reaction 

medium and hence conclude that irradiation on microwave is due to both thermal and non-thermal 

effects. So it is convoluted to separate discussion in regard of mechanism of heating factor in 

microwave. The reported “non-thermal microwave effects” include varied activation energy, 

increased collision efficiency by mutual orientation of polar molecules, and possible excitement 

of rotational or vibrational transitions 140,150–152.   Single mode microwave reactors, also referred 

as monomode reactors, having only one reactor vessel can be irradiated, a highly homogenous 

energy field of high-power intensity is provided, resulting in fast heating rates. 153 . In monomode 

cavities, only one mode is present, and the electromagnetic radiation is directed into the reaction 

vessel and creates a standing wave as shown in Figure 2.2 (b). Such microwave reactor was used 

for continuous flow reactions wherein the power was controlled by a temperature feedback module 

and resonance frequency auto-tracking function 154,155. The continuous flow reactor is capable of 

operating in a genuine high-temperature/high pressure process window (310°C/60 bar) under MW 

irradiation conditions. The faster heating rate, small reactor volumes, and rapid change in reaction 

temperature in real time are some of the salient features of this continuous flow MW-assisted 

organic synthesis (CF-MAOS) system, which aims to be a unique laboratory tool for safe and fast 
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optimization of reaction conditions. Thus, the fusion of MW and a flow reactor system does offer 

unique features that can be adapted to organic and inorganic materials syntheses 156. 

2.2 Surface Modifications 

The surface modifications of MNPs is a crucial in biomedical applications and helps to stabilize 

and uniform dispersion the NPs onto solution. There are several strategies for the surface 

modification of NPs. The surface of MNPs can be functionalized by different bioactive substances 

such as DNA, protein, or antibody to widen their application in biomedical field 157. Such surface 

modification of MNPs allows us to improve their stability and dispersion capability in solution 

and biocompatibility inside the body. The modifying the surface of NPs can be during synthesis 

(i.e. in-situ modification) and after synthesis (post-synthetic modification). The two routes end-

grafting and surface encapsulation are convenient for the proper attachment of biological 

organic/inorganic ligands/molecules to the surface of MNPs. In end-grafting method, the 

biological ligands/molecules are attached on the surface of MNPs taking an advantage of capping 

agents at their one end, whereas surface encapsulation method often polymers having multiple 

active-agents are clamped on the surface of MNPs leading towards the stable modification. Thus, 

modifying the surface of NPs lead towards the direct changes to their physical, chemical and 

biological properties making them very suitable candidates in several interest of bio-applications. 

2.3  Experimental /Theoretical Backgrounds  

2.3.1 X-ray Diffraction 

X-ray Diffraction (XRD) is a non-destructive characterization technique which allows to 

investigate all the basic information of the materials such as crystal phases, crystal size, phase 

composition, unit cell lattice parameter, micro-strain, crystallinity, orientation, and defect by 

performing the experiment at different temperatures. The technique based on Bragg’s law in which 

the crystal diffracted X-rays represents the constructive interference in between the scattered rays 

come out by the electrons in several atoms from the set of parallel planes inside the crystals (Figure 

2.3b). In principle, these constructive interference appears in the diffracted beam once a 

monochromatic X-ray beam strikes on the sample. According to Bragg’s law, this is possible when 

the X-rays path difference is an integral multiple of wavelength (n) which must be equal to the 

2dhklsinhkl, i.e., 
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n = 2dhklsinhkl                                                          (2.1) 

where n is an integer,  is the wavelength, dhkl is the inter-planer spacing in between two 

consecutive planes where hkl represents the Miller indices, and hkl is the Bragg’s angle of 

incidence 158. Basically, the experimental setup of an X-ray diffractometer consists of an X-ray 

source, a goniometer to measure the angle, sample holder and an X-ray detector, for examples 

photographic film. The X-ray tubes are usually employed to generate X-rays by bombarding a 

metal target with high energy (approximately 10-100 keV) electrons which release the core 

electrons. There are two common targets such as Mo and Cu which have strong K X-ray 

emissions at 0.71073 and 1.5418 Å, respectively.  

Figure 2.3: (a) Rigaku Ultima IV X-ray Diffractometer; magnification image shows the 

Goniometer and (b) Schematic diagram of X-ray diffraction from atoms in the crystal. 

Source: Figure (b) is self-made). 

In the present work, we used X-ray diffractometer (XRD) (Bruker, model D8 Advance) equipped 

with Cu K radiation ( = 1.5418 Å) to assess the crystal structure and phases, in the 2θ range of 
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15o-85o with an angular step of 0.050 per second. Once the experimental patterns of the sample 

were recorded, we compared as-recorded patterns with a Joint Committee on Powder Diffraction 

Spectra (JCPDS) from international center for Diffraction Data (ICDD) to detect crystalline phases 

based on the relative intensities of the diffraction peaks. In addition, the XRD patterns were 

analyzed by Rietveld refinement method using GSAS (General Structure Analysis System) 

software within the EXPGUI Interface and TOPAS 159,160.  

2.3.2 Microscopy Imaging 

2.3.2.1 Electron Microscopy (Scanning & Transmission) 

Scanning electron microscopy (SEM) is a robust imaging technique which mainly scans the 

material surface through electron beam and provides the images containing various information 

such as shape/morphology including grain size, their shape distribution, structural defects, surface 

textures, porosity and secondary phases of particles in the samples from nanometer to micrometer 

scale. When an extremely fine electron beams with an energy range between eV to 30 KeV strikes 

on the sample inside the vacuum of SEM, three types of electronic signals such as primary 

backscattered electrons (possess energy nearly equal to the incident electron beam), secondary 

emission electrons (possess energy less than 50 eV via inelastic collision between sample and 

incident beam), and X-rays (Auger electron via de-excitation of atoms) are produced from the 

surface of samples. Among these three electronic signals, secondary electrons (SE) provides the 

most important imaging data mapping their emission as a function of spatial position allowing the 

display of sample topography.  It is known that energy of electron beams is greater than the energy 

of sample electron which restricts the emission of all kinetic energy of beam into secondary 

electron; thus, small amount of kinetic energy transferred into the secondary electrons after their 

collision. The total number of such emitted secondary electrons depends on the angle of incidence 

between the sample surface and the electron beam. The emitted electrons are counted by a detector 

and immediately sends the signals to an amplifier. Likewise, Backscattered electrons (BSEs) maps 

their emission as a function of spatial position and the total number of emitted BSEs directly 

depends on the atomic number (Z) of the element contained by the sample. It means that, in 

principle, BSEs images helps to investigate the chemical composition of the sample. However, it 

is hardly possible to record the BSEs images and hence figure-out the elemental-composition of 

the sample. Thus, it is advocated to incorporate BSEs images with energy dispersive X-ray 
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spectroscopy (EDS) to identify the chemical composition and their distribution in the sample; 

whereas, the compositional fraction also depends on the thickness of the NPs. Precisely, X-rays 

induced by the SEM is just to characterize the elemental composition rather than anything else for 

example topography. In EDS technique, the distribution of the X-ray energies measured by the 

detector is a main tool for the identification and quantification of elemental composition. The 

distribution of the elements contained by the sample can be recorded once the X-rays data are 

mapped as a function of spatial position. Similar to every instrument, EDS has its own detection 

limit as it is on the order of 0.5% by weight within the volume of X-ray generation 161–164. The 

complete instrumentation and its schematic diagram is given is Figure 2.4. 

 

Figure 2.4: (a) JEOL 7100FT field emission scanning electron microscope and (b) schematic 

diagram of same instrument with internal setup and their name. Figure (b) is self-made. 

Transmission Electron Microscopy (TEM) is a strong imaging technique which allows to 

accumulate the structural, physical and chemical information of materials such as 

shape/morphology, size distribution, crystal structure and growth direction, strain, different layer 

of the materials (for example core-shell), crystalline defects (dislocations/twining’s), and 
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phases/chemical information etc. at very high spatial resolution down to an atomic level. All the 

information is recorded in the form image once the electrons are interacted with the samples; 

however, only specific technique allows you to corresponding information. For example, selected-

area electron diffraction (SAED) provides the information about crystal structures, growth 

direction, and the crystallinity whereas dark field transmission electron microscopy (DFTEM) 

helps to find out the size distribution and crystalline defects. There are three types of interaction 

of electron beam namely transmitted beam (unscattered electron), diffracted beam (elastically 

scattered beam; for example, high angle annually dark field (HAADF)), and inelastically scattered 

beam (for example, it occurs during electron energy loss spectroscopy (EELS)). It’s worth to note 

that in some cases all the scattered electron won’t be appeared in the beam due to the density of 

materials since the scattering of the electron depends on the materials density. The great advantage 

of this technique is to have an electromagnetic lens which permits the electron beam to be focused 

in capturing the real-space images of materials at high resolution, and simultaneously record the 

diffraction information selecting the target area in the images. The sample size 

(thickness/diameter/width etc.) should be thin enough as possible in order to make sure the 

transmittance of electron beam through the sample because of the inverse relation of transmitted 

electron with the thickness of the sample. Fewer the transmission of electron occurs at larger 

thickness of the sample; poor the imaging brightness will be appeared. The complete imaging 

process follow a three stages of lenses namely the condenser, the objective, and the projector 

lenses. At first, the electron beams are emerged by the condenser lenses and the objective lenses 

are responsible for the focus of these beam on and/or through the sample. Further, the focus beams 

are amplified to the phosphor screen by the projector lenses and records the images; the 

amplification of the beams depends on the distance between the sample and the plane of the 

objective lenses. Following these three lenses, there are three typical parts: (i) gun, (ii) vertical 

column, and (iii) screen. In brief, gun is placed at the top of microscope that induces the electron 

beam which subsequently travel through the vacuum inside the vertical column and interacts with 

the sample and records the first images and finally amplified version display on the screen as a 

final image. The complete instrumentation and its schematic diagram is given is Figure 2.5. 
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Figure 2.5: (a) JEOL 7100FT transmission electron microscope and (b) schematic diagram 

of same instrument with internal setup and their name. Figure (b) is self-made. 

Electron Holography (EH) in TEM resolves the limitations in the spatial resolution of owing to 

aberrations of the primary imaging lens of the microscope. In magnetism, the magnetic states of 

ferro/ferrimagnetic materials are often complex and highly non-uniform and thus are ideally suited 

to characterization by using EH. Although several variations of electron holography have been 

developed, the TEM mode of off-axis electron holography (O-EH) for electromagnetic field 

mapping with high spatial resolution is the most effective and versatile. This off-axis electron 

holography is capable of providing real-space quantitative measurements of magnetic fields inside 

and around nanoscale materials with sub-5-nm spatial resolution, both in projection and, when 

combined with electron tomography, in three dimensions. Off-axis EH is a strong technique for 

imaging magnetic induction within three-dimensional (3D) nanoscale materials. The technique 

allows to gather the information’s about both the amplitude and the phase of an electron wave to 

be recorded. When two electron waves, one is the wave that passes through a targeted region on 
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the sample and another is a reference wave, are overlapped, the O-EH forms an interference pattern 

or hologram. The phase shift can be retrieved digitally from a recorded off-axis electron hologram 

and interpreted to provide quantitative information about local variations in the electrostatic 

potential and magnetic vector potential. It allows to separate out the electrostatic and magnetic 

contribution to the phase shift in number of ways: (i) by recording the electron holograms before 

and after turning the sample, (ii) by recording the electron holograms below and above the Curie 

temperature of the sample, and (iii) by recording the electron holograms at different accelerating 

voltages. Once the magnetic phase images and induction maps are recorded, the data interpretation 

becomes a quite complex because of the two-dimensional projections of three-dimensional (3D) 

magnetic vector fields, insensitive to out-of-plane magnetizations, and integrated results of both 

inside and outside of the sample 165,166. 

In the present study, the samples were investigated by using a JEOL 7100FT field emission 

scanning electron microscope (FESEM, 1.2 nm resolution, operated at 10–30 kV) available at 

LABNANO/CBPF. The high-resolution transmission electron microscopy (HRTEM) was 

performed on a JEOL 2100F instrument using an accelerating voltage of 200 kV. 

 

2.3.3 Fourier Transform Infrared Spectroscopy 

Fourier transform infrared spectrometry (FTIR) is a crucial technique to detect the absorption band 

(measure the radiation intensity as a function of wavenumber/frequency) of organic and inorganic 

compounds based on their functional group since each functional group has their specific 

absorption band. The nature of the absorption band provides various chemical information about 

the samples such as confirmation about the different phases and compositions, number of 

molecules, and unknown phases, if any, emerged from the mixture along with morphology.   when 

the electron beam of infrared (IR) radiation hits on the samples, so-called irradiation process, the 

process of IR absorption by the samples and the transmittance through the samples take place 

simultaneously leading towards the absorption and transmission IR spectra generating own 

molecular fingerprint of the samples. All wavenumber/frequencies below 1500 cm-1 are referred 

as a characteristic of the ‘fingerprint’ region which extract the information of all the molecule or 

at least majority of the molecule in the samples considering the vibration modes. The word 

‘fingerprint’ widely used in this technique because the resulting IR spectrum is uniquely associated 
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with the only one molecule likewise the fingerprint is associated with a specific person. Thus, it is 

rather easy to identify the molecules quickly based on the IR spectrum band. In addition, this 

technique is very sensitive with a higher precision which allow us to record the more accurate 

information of the samples 158,167. The complete instrumentation and its schematic diagram is given 

is Figure 2.6.  

 
 

Figure 2.6: (a) Bruker VERTEX 70 FTIR Spectrometer and (b) Schematic diagram of FTIR 

spectrometer. Figure (b) is self-made. 

In the present work, Fourier transform infrared (FTIR) spectrometer (Bruker, model Tensor 27), 

equipped with attenuated total reflectance (ATR) accessory, was used to identify functional groups 

present in the NPs within wave number range of 400-4000 cm-1.  

2.3.4 X-ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS), also called “Electron spectroscopy for Chemical 

Analysis”, is a surface analysis technique which allows to identify the chemical composition of 

the NPs. For instance, while other experimental techniques are not feasible to detect the magnetite 

and maghemite phases of iron oxide, XPS can easily identify them based on the additional satellite 

peaks. It provides the quantitative elemental composition, stoichiometry, electronic/chemical 

states and examine surface impurities/mixtures of the materials/samples. The sensitivity of this 

technique is increases with increase in elements atomic number (Z).  All the information’s are 

assembled based upon the energy profile of emitted electrons (it measures the intensity as a 
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function of binding energy) once the X-rays are bombarded on the sample. Usually, two X-rays 

sources Mg-K with energy 1253.6 eV and Al-K with energy 1486.6 eV are available and these 

incident photon energy are sufficient to release the electrons from inner shell to the vacuum. This 

technique needs ultra-high vacuum environment because of the distance (~1 meter) between 

electron detector and the materials to be irradiated since the XPS detects only those electrons 

ejected from the surface of the sample, without losing the energy, to the vacuum. Although the X-

rays can penetrate the sample deep inside, it records the information approximately up to 10 nm 

(let’s assume the thickness) from the surface; electrons emitted from the deep inside probably lose 

the energy 168,169 . 

It is well known that the photons are electromagnetic radiation with energy h. When the X-ray 

photon hit the sample, the surface of the sample emits the electrons due to photoelectric effects 

with kinetic energy EK. Once the photon energy and the kinetic energy of the emitted electrons are 

known then binding energy (B.E.) of the electrons can be determined by, 

EK =  h− B. E. − 
S
                                                      (2.2) 

where 
S

 is spectrometer work function which is usually very small as compare to the photon 

energy, thus can be neglected. Great care has to be taken such as cleanliness of the sample and its 

storage in glass or in Fluroware containers instead of plastic bags. The limitation is that sample 

should be in powder and vacuum compatible. In case of liquid sample, it should be dried on 

substrate used, for example silicon substrate. The complete instrumentation and its schematic 

diagram is given is Figure 2.7. 

In the present study, the surface of powder sample was characterized by using X-ray photoelectron 

spectroscopy with electron analyzer model PHOIBOS 100/150 manufactured by SPECS co. and 

was employed X-ray dual gun with energy of 1486.6 eV(Al-K radiation) at fixed voltage and 

current (10 kV and 10.04 mA). The energy step of 0.5 eV binding energy resolution were used for 

survey and 0.02 eV for high-resolution spectra. Data processing and quantitative analysis of 

elements were performed using CASA-XPS software. All spectra were calibrated against C1s peak 

(284.6 eV). 
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Figure 2.7: (a) X-ray photoelectron spectroscopy with electron analyzer model PHOIBOS 

100/150 and (b) schematic diagram with internal setup and their name. Figure (b) is self-

made. 

 

2.3.5 Mössbauer Spectroscopy 

Mössbauer spectroscopy (MS) is a great analytical technique for the characterization of elements 

having a Mössbauer-active isotope, for example iron, gold, and etc. It allows to envisage the 

magnetic and oxidation state along with crystal chemistry of such elements. The Mössbauer 

spectrum is recorded with only one radiation source (for example, 57Co), at a time for the 

measurement of one particular type of Mössbauer-active nuclide (i.e., 57Fe); it means radiation 

source 57Co can be used to record the spectrum of iron (57Fe) containing materials. The recoil-free 

resonance absorptions and fluorescence of γ-rays based MS records the nuclear energy with a high 

accuracy at different level allowing to perceive even a very small difference of nuclear energy 

levels arise due to interactions between the electrons and the nucleus. These physio-chemical 
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interactions directly affect the electronic, magnetic, geometric, or defect structure as well as in the 

lattice vibrational properties 170,171. When a nucleus in an excited state with energy Ee and mean 

lifetime  gets transition to the ground state with energy Eg, it emits the  − quantum with energy, 

E =  Ee − Eg. The emitted − quantum is expected to be absorbed by a nucleus of same kind in 

its ground state (low energy state) so that transition to the excited state takes place, called 

resonance absorption. Subsequently, the nucleus at excited state undergoes transition to the ground 

state emitting a -quantum again, called resonance fluorescence. The resonance width ( ) is very 

important, which is calculated by . = h/2 ; where h is Planck’s constant, and responsible for 

the resonance absorption since it can be observed only if the emission and absorption lines are 

properly overlapped. The Mössbauer effect of resonance cannot be observed for freely moving 

atoms or molecules in gaseous or liquid state due to witness of a recoil effect with energy ER =

 E
2/2mc2. In the solid state, on the other hand, recoil-free emission and absorption of -quanta 

can be recorded that gives rise to the resonance absorption because of the overlapping unshifted 

transition lines. 

Mössbauer spectra provide quantitative information on ‘hyperfine interactions’ that are originate 

by interacting the nucleus with its neighboring electrons. During the hyperfine interaction, the 

electrons around a nucleus perturb the small energies of nuclear states in the order of 10–9 to 10–7 

eV as compare to the energies of γ-rays (105 eV). There are mainly three hyperfine interactions 

originate from (i) the electron density at the nucleus called ‘isomer shift’, (ii) the gradient of the 

electric field, called the nuclear quadrupole splitting, and (iii) the unpaired electron density at the 

nucleus known as hyperfine magnetic field. With the help of these three hyperfine parameters, MS 

is able to determine the valence and spin state, to identify the local chemical environments, 

quantitative phase analyses of the resonant atom, and the concentrations of resonant element in 

different phases. Figure 2.8 shows a complete overview of instrumentation and different energy 

level on isomer shift, quadrupole splitting and magnetic splitting. 

Isomer Shift: The shifting of peak in Mössbauer spectra is called isomer shift which is a resultant 

(addition) of two shifting terms, i.e., chemical isomer shift (
C
) and second-order Doppler shift 

(
SOD

). The C occurs by shifting of nuclear energy, without splitting of degenerate sublevels of 

different magnetic spin quantum numbers, caused by the electric monopole interaction between 

the nucleus and the electrons (s-electron) having nonzero density at the site of the nucleus; this 
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happens only in case of source and absorber materials are different because of different s-electron 

densities. As already mentioned above, such peak shift due to difference of source energy and 

absorber energy at nuclear level can be calculated from overlapped emission and absorption lines 

since the source and the absorber are moved relative to each other at variable velocities.  

 

Figure 2.8: A complete overview of Mössbauer spectroscopy. (a) shows the arrangement of 

source/collimator, detector and Mössbauer drive, (b) computer, (c) control unit for the 

voltage, noise and signal control, (d-f) schematic images show the energy levels for Isomer 

Shift (IS), Quadrupole Splitting (QS), and Magnetic Splitting (∆m). In Figure (c) 𝐄𝐨𝐚𝐧𝐝 𝐄𝐀 

represent the kinetic energy and absorption energy. Figures (d-f) are self-made. 

 

The temperature-independent C is strongly influenced by the oxidation state and the occupation 

numbers of electronic orbitals and largely depends on these two factors. On the other hand, the 

temperature-dependent SOD (
SOD

 decreases with increase in temperature) depends on the mean 

square speed of lattice vibrations. Although C is independent to the temperature, the overall 

isomer shift ( = C + SOD) is temperature dependent. 
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Quadrupole Splitting: The quadrupole splitting (QS) rises from the splitting of nuclear energy 

level owing to the interaction between the nuclear quadrupole moment (Q) of the ground and/or 

excited state and an inhomogeneous electric field gradient (EFG) of valance electrons, ligands 

charge and coordination at the nucleus. Since the Mössbauer atom is itself distorted by the ligand, 

it’s worth to note that the contribution of the ligand field in an enhancement of EFG, the enhanced 

effect is called “Sternheimer antishielding,” by a factor of about 7 for 57Fe. The electric quadrupole 

moment in the nucleus originates with its asymmetrical shape, where the asymmetry of the nucleus 

depends on its different spin of a ground state and an excited state. Thus, the QS provides an 

information regarding the oxidation state, spin state and site symmetry based on electronic 

structure and lattice surroundings.  

Let us take an example of isotope 57Fe which has an excited state with nuclear spin quantum 

number I =
3

2
; and I =

1

2
 for a ground state. In the presence of EFG, the energy of excited state 

splits into two levels whereas a ground state energy remains same as a single level since EFG 

cannot affects the ground state. Then, QS energy level can be determined by, 

EQ =
1

4
eQVzz(1 +

2

3
)0.5                                                     (2.3) 

Where, e is charge,  =
Vxx−Vyy

Vzz
< 1 is asymmetrical parameter; Vxx, Vyy, and Vzz are second 

derivative of electric potential in respective directions. 

Magnetic Splitting: The magnetic splitting (∆m) 172 originates from the Zeeman splitting of 

energy at nuclear state levels with the existence of a nonzero magnetic field (B), the effect is called 

“nuclear Zeeman effect”. The spins of nuclear state are projected at different angle along the 

magnetic field that induces the magnetic dipole moment (M). These Zeeman splitting occurs when  

the nuclear magnetic dipole moment (M) interacts with a magnetic field which provides the 

information about the magnetic properties of the material. For example in the case of iron isotope 

57Fe, such interaction between M and B to four substates of the excited state (I = 
3

2
) and two of 

the ground nuclear state (I = 
1

2
). Based on the selection rules (I = 1,mI = 0,1), six 

transition lines are allowed which provide six corresponding magnetically splitted sextet in the 

Mössbauer at the equidistant between dipole interaction. However, the presence of six peaks are 
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no longer equidistant because of distortion induces by electric quadrupole interaction in the 

presence of a relatively strong magnetic field. 

The magnetic splitting of energy levels can be obtained by, 

EM = −gIN
BmI                                                   (2.4) 

Where, EM is magnetic splitting energy (energy shift), gI is a nuclear factor depends on nuclear 

spin I, 
N

 is nuclear magneton, and mI is magnetic quantum number. 

In the present work, 57Fe Mössbauer spectra were performed in the transmission geometry using a 

constant acceleration-type spectrometer with a 57Co in Rh source kept at room temperature. The 

spectrums were fitted by Normos 173 and MosWin 4.0 174. 

2.3.6 Magnetometry 

The direct current Superconducting Quantum Interference Device (dc-SQUID) based 

magnetometry measurement, widely recognized as a dc-measurement, is an indispensable 

technique to scrutinize the magnetic properties of the materials such as the magnetization, the 

coercivity and the magnetic remanance, blocking temperature (TB), Curie temperature (TB), Morin 

temperature (TB) and nature of the materials (SPM/ferromagnetic/paramagnetic etc.). The 

fundamental working principle of the SQUID is the Josephson junction (JJ), Figure 2.9(a), which 

can be defined as a couple of semiconductor parted by a very thin insulator from which electrons 

(and hence the current) could pass through it.  The JJ operating system makes SQUID (Figure 2.9 

(b-c)) more sensitive measurement where current generation depends on the magnetic flux. SQUID 

is consisting of two such JJ connected in a parallel mode where each JJ creates a small 

superconductors loop to attain the superposition thus it allows electron to move simultaneously in 

more than one direction. The two bias current is need to be applied between superconducting and 

resistive behaviors with an operational point on the current-voltage curve in which a shunt resistor 

is responsible to prevent hysteretic behavior 175. When the bias current is higher than critical 

current and the external magnetic flux gets coupled into the Josephson loop, voltage drop across 

the JJ changes in a periodic of the flux quantum (=2h/e; h is Planck’s constant and e is electron). 

This changing voltage is employed to receive a feedback current. Once the application of an 

external magnetic flux change, the resulting wave function phase also changes enhancing the 

current through one JJ if a total current is greater than a critical current while reducing the current 

through the other JJ if total current is smaller than a critical current. This relation in between the 
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voltage, current and magnetic flux conclusively called current-to-voltage converter and/or flux-to-

voltage transducer.  

 
 

Figure 2.9: (a) Schematic diagram of a dc SQUID superconducting coil with two Josephson 

junctions, (b) MPMS3 SQUID magnetometer; inset shows the advanced technology liquefier 

(ATL 160) which used to liquefy the helium gas, and (c) schematic diagram inside the Dewar 

of magnetometry. Figures (a, c) are self-made. 

Thus, the change in a current results the corresponding change in the output voltage which is 

proportional to the magnetization of the sample. The SQUID need to be set at very low 

temperatures prior to start the measurement, thus liquid helium and nitrogen seems compulsory to 

cool the system. The main advantage of the dc SQUID is having a very low noise level in 

comparison to radio frequency (RF) SQUID.  

DC magnetization (hysteresis) measurements were carried out on a vibrating sample 

magnetometer SQUID (VSM-SQUID) (MPMS Quantum Design) equipped with a 

superconducting coil that produces magnetic fields up to ±7T at temperatures from 5-300 K and 

zero-field-cooled (ZFC)/field-cooled (FC) measurements were performed in the temperature range 

of 5-350 K under an applied field of 50 Oe. The ac hysteresis loops were measured using a 

homemade AC magnetometer setup at required magnetic field frequency. 

2.3.7 Resistivity Measurement 

In 1958 L. J. van der Pauw demonstrated that the four probe technique allows to measure the 

resistivity of NPs/thin films if the samples are thin with uniform thickness without any holes and 
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contacts are small and on the circumference 176. Generally, the contacts are very small as compared 

to the sample size and they occur at the circumference of the material. Particularly, if the sample 

size is less than about 0.5mm in its largest dimension, some issue on contact size may arises. The 

pellets of iron oxide NPs are prepared and placed them in oxygen environment at temperature 60 

oC for 24 hours inside the furnace. Once the sample are removed from furnace, copper wire is used 

to make the contact between NPs and the insulator attached in sample holder as shown in Figure 

2.10 (a). In this four probe method, the two contacts are made to pass the current across the NPs 

and the rest two contacts are made to measure the voltage drop across them. The sample is fixed 

in the cryostat; the cryostat is joined to a rotary pump to achieve a pressure of 10-6 mbar inside the 

cryostat, and to a sensor of digital thermometer (resistance to temperature detection RTD) near the 

sample position. A current is applied to the sample by a current source D.C power supply type 

(Keithley model 6220 precision current source); the voltage drop is measured by a Keithley model 

2182A nanovoltmeter. In addition, temperature is recorded by temperature controller (LakeShore 

DRC-91CA). Further, the voltmeter and ammeter connected to the cryostat through several 

connection boxes where the instruments are controlled through a LabView program. 

 

Figure 2.10: (a) Four-Probe contact of NPs, (b) cryostat, and (c) schematic diagram of 

internal setup and their names. Figures (a, c) are self-made. 



Page | 60  
 

A cryostat (Figure 2.10 (b)) is a device which provides an environment of the cryogenic 

temperature to the samples resided inside it allowing the potential temperature reach up to 77 K. 

When the sample holder gets mounted and plugged in, the cryostat is sealed and evacuated to 

pressures on the order of 10−6 mbar. The heat radiation shielding is maintained by filling the liquid 

nitrogen inside shield vessel. Figure 2.10(c) is schematic diagram of internal setup of cryostat. 

2.3.8 Calorimetry 

Calorimetry is a basic science that measures the amount of heat in the system where the heat 

generation is directly proportional to the change in temperature, i.e., heat induced by the sample 

can be quantified theoretically as well as experimentally by means of analyzing the temperature 

evolution under the specified condition. Here, the specified condition refers the several factors 

such as nature of the power source, sample geometry, their thermal properties, and 

accuracy/familiarity of an experimental set-up etc.  An adequate experimental set-up is needed for 

the description of physical system that provides a clear understanding on thermal mechanism 

letting us to record the temperature. In physics, any resulting phenomena is a consequence of the 

equilibrium between the physical system and its environment. Likewise, in calorimetry, the change 

in temperature can be considered as a consequence of the balance between the induced heat and 

its interchanged with system environment; environment often signifies the entropy, space and time 

of the system. Based upon such temperature evolution in the physical system, the amount of heat 

can be determined and same heat in the form of specific absorption rate (SAR) is expected to 

utilize in killing of cancer tumor directly.  

2.3.8.1 Specific Absorption Rate (SAR) and Intrinsic Loss Power (ILP) 

The specific absorption rate (SAR), also called specific loss power (SLP), is the rate of power 

transformed into heat per unit of mass of magnetic NPs. This phenomenon exclusively depends 

not only on external factors such as the frequency and application of the applied ac magnetic field, 

but also on the internal parameters of the magnetic NPs, i.e., nature of the materials, size/shape, 

agglomeration/interaction, concentration and the viscosity of the dispersion medium 86,177,178. In 

the clinical practice, the ‘SAR’ is used to define the transfer of thermal energy into the human 

body by radio frequency (RF) electromagnetic fields, such as that generated by MRI scanners and 

ultrasound. In particular, the SAR refers to the power dissipation per gram of living human tissue. 
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Generally, the amount of heat transfer into human tissue is small as compared to that delivered by 

the MNPs. As such, the SAR values reported do not reflect the situation one might expect to find 

in human tissue, where heat dissipation by physiological means, such as increased blood flow, is 

to be expected. Figure 2.11(a) shows the complete setup of calorimetry-based MFH instruments. 

In a general thermal set up of calorimetry for SAR measurement, the sample is initially placed at 

the same temperature as its environment, usually room temperature, and wait some minutes for the 

complete temperature stabilization. Set the desire application of frequency and ac magnetic field 

(AMF). Once the temperature seems stable, the AMF is switch on at initial time; immediately 

optical Fibre response the magnetic field as temperature start to rise unless the AMF gets switch 

off. The complete setup and its expected result is shown in Figure 2.11. The SAR value of magnetic 

NPs in suspension is obtained experimentally using following equation 41,42,177,178, 

SAR =  C
Mf

mmnp

dT

dt
 W/g                                                          (2.5) 

where C is the specific heat capacity of the medium, Mf is the mass of the fluid, mmnp is the mass 

of the NPs, and 
dT

dt
 is the slope obtaining from recorded heating profile; optical Fibre thermometer 

measures the rise in temperature as a function of time, referred as a ‘heating profile’ (Figure 2.11 

(b)). 

The 
dT

dt
 must be obtained by linear regression at the start of heating, i.e., initial time at which ac 

field is applied. The main considerable problem with the obtained SAR result is extrinsic one and 

every experimental has their own equipment specific limitation depending upon the application of 

magnetic field and frequency. To address this issue, normalization of resulted SAR is very 

important to compare the thermal efficiency among different samples and conditions. For this, the 

as-obtained SAR values can be normalized to the intrinsic loss power (ILP), as defining by the 

equation, 

ILP =  
SAR

fH2                                                                 (2.6) 

However, this normalization is valid only frequency up to several MHz and the amplitude of 

magnetic field below the saturation field of the MNPs 179. The great advantage of this technique is 

the relative simplicity of the experimental arrangement. However, the fluctuation in temperature 

change at unknown degree of uncertainty is a major issue to tackle and still needs a further 

investigation.  
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Figure 2.11: A complete experimental set-up of magnetic fluid hyperthermia. (a)Snap 

picture of MFH setup that we used for our experiment, (b) schematic that shows the nature 

of heating profile once the magnetic field is applied, (c) magnified view of induction coil 

where sample is inserted. Figures (b, c) are self-made. 

 

In the present work, the nanotherics MagneThermTM setup is used measure the magnetic fluid 

hyperthermia properties of iron oxide NPs in collaboration with the Group of Thermal 

Nanomedicine, Institute of Physics, Federal University of Goias, Goiania, Brazil. The applied 

magnetic field range is from 100-450 Oe at a fixed frequency of 107 kHz. The concentration of 

the solution was used from 1-100 mg/ml; however, we have included the best heating profiles in 

the present thesis. 
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Chapter 3 

Phosphate Anions-Mediated Shape, Size, Phase 

Composition, and Stoichiometry of Iron Oxide 

Nanoparticles 
 

 
This chapter describes a microwave synthetic approach for the controlled assembly of -Fe2O3 

nanosystems with defined morphologies, such as hollow NTs, solid NRDs and NDs. The 

morphological control is aided during the crystallization processes by using phosphate anion 

(PO4
3−) anions as key surfactants in solution. Furthermore, the thermal reduction under H2 

atmosphere of -Fe2O3 NTs, NRDs and NDs to the correspondent Fe3O4 nanomaterials preserved 

their initial morphologies. It was observed that the concentration of PO4
3− anions and volume of 

solvent had significant impact not only on controlling the shapes and sizes, but also phase 

composition and stoichiometry of the NTs, NRDs and NDs. X-ray Reitveld refinement analysis of 

the NTs, NRDs and NDs systems, after reduction in H2, revealed the presence of zero-valent iron 

(Fe0) in the final materials, with Fe0 fractions that decreased gradually in % from NTs (~16 %), 

NRDs (~11%) to NDs (~ 0%) upon increasing amount of PO4
3− anions. Bulk magnetic 

susceptibility measurements showed clear alterations of the Verwey transition temperatures (TV) 

and the development of unusual magnetic phenomena, such as magnetic vortex states in NDs, 

which was subsequently verified by micro-magnetic simulations. From the combination of XRD 

analysis, bulk magnetic susceptibility and Mössbauer results, we provide herein a detailed 

mechanistic description of the chemical processes that gated the development of shape-controlled 

synthesis of NTs, NRDs and NDs and give a detailed correlation between specific morphology 

and magneto-electronic behaviors.  
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3.1  Introduction 

The synthesis and shape-controlled assembly of iron oxide NPs, such as -Fe2O3, Fe3O4, and -

Fe2O3, that are arranged into 1-D, 2-D, and 3-D assemblies is an emerging field of research with 

potential applications that span from biomedicine, magnetic fluids, magnetic recording and spin-

controlled electronics.57,180,181 The nanoparticle’s morphology, e.g. hollow NTs, NRDs and NDs, 

impact severely the magnetic/electronic behavior of these systems;  the NPs shape-effect provides 

in fact a viable route for the generation of systems with well-defined spin-polarized currents, an 

effect that can be used in nano-electronics 42,56,57,97. Spin polarized currents induce formation of 

magnetic vortexes, which are an in-plane circulation of magnetization around a nanometer-scale 

central core with out-of-plane magnetization pointing either up or down36.  Magnetic vortex states 

have shown promising applications in spin based devices such as non-volatile memory182, logic 

gates183, vortex based transistor184, in biomedicine and cancer treatments 42,43. 

Several synthetic strategies have been tested in order to gain access to shape-controlled synthesis 

of iron oxide NPs. For example, co-precipitation, sol-gel, and the hydrothermal solution-based 

methods use phosphate and/or sulfate ions as additives during the metal oxide NPs assembly97,185–

187, providing a route to the fair access to 2-D and 3-D organized nanostructures, but at the cost of 

long reaction times needed for their effective synthesis. In contrast, the microwave assisted 

hydrothermal (MAH) route offers great advantages compared to conventional hydrothermal 

synthesis, because it is faster, simpler, and energy efficient due to very high rates of microwave 

heating.141,188 To the best our knowledge, there is a very limited number of reports describing the 

shape/size-controlled synthesis of iron oxide NPs, following the MAH route.  

In this chapter, we present the shape-controlled synthesis of α-Fe2O3 NTs, NRDs and NDs 

achieved by the MAH route, using cooperative action of sodium phosphate and sodium sulfate 

ions. Furthermore, we describe the conversion of these shape-controlled NPs into magnetite 

(Fe3O4) NPs by subsequent reduction processes that were capable to preserve the initial system’s 

morphologies. The FESEM, XRD, FTIR, Mössbauer spectroscopy analysis complemented by bulk 

magnetic measurements and micro-magnetic simulations are given in detail, validating the 

potential of the MAH approach towards assembly of carefully engineered magnetic nanostructures 

with tailored electronic properties. 
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3.2 Experimental Section: Synthesis of α-Fe2O3 and Fe3O4 Nanoparticles 

The -Fe2O3 NTs, NRDs and NDs were prepared by a MAH reaction of iron chloride (FeCl3) with 

addition of sodium phosphate (NaH2PO4) and sodium sulfate (Na2SO4) as additives to control 

shape and morphology. Briefly, 0.06 mol L-1(~ 370 mg) of FeCl3 with 35 mL of distilled water 

were stirred for 15-20 minutes. The additives NaH2PO4, and Na2SO4 mixed with 3 mL of distilled 

water separately and finally mixed with FeCl3 solution to make mixture of final volume 38 ml; the 

concentration of NaH2PO4 (2.7x10-4 mol L-1, 5.4 x10-4 mol L-1, 1.94 x10-3 mol L-1and 4.32 x10-3 

mol L-1), and Na2SO4 .10H2O (1.65 x10-3 mol L-1). After a vigorous stirring for 10 minutes, the 

mixture was transferred into a reaction vessel in a Synth’s microwave reactor, with an output power 

of 1000 W. The working cycle of the microwave reactor was set as (i) 20 0C/ minutes rapid heating 

until 200 0C from room temperature, and (ii) 60 minutes at 200 0C. The system was then allowed 

to cool down to room temperature, and the final material was centrifuged and washed with excess 

of distilled water and absolute ethanol and dried in a vacuum oven at 50 °C.  In this way, we have 

obtained ~ 300 mg of α-Fe2O3 NPs. Fe3O4 NPs were obtained via a reduction process from the 

prepared α-Fe2O3. The dried α-Fe2O3 powders were annealed in a tube furnace at 550 °C for 6 

hours under a continuous hydrogen/argon gas flow [H2/ (H2 + Ar) = 4/100]. The furnace was then 

cooled down to room temperature while kept under a continuous H2 gas flow.  As compared with 

the staring materials of α-Fe2O3, the size, shape and morphology of Fe3O4 nanostructures was well 

preserved after the reduction process. The samples were designated as FOXX where FO means 

iron oxide and XX symbolizes ratio of phosphate to sulfate ions. For instance, FO06 means iron 

oxide NPs with ratio 
PO4

3− 

SO4
2−  = 0.06 (ratio was taken after conversion into ‘gram’ unit). In the present 

work, the samples were thus designated as FO06 (NTs), FO12 (NRDs), FO44 (mixture of 

NRDs/NDs) and FO97 (NDs). 

 

3.3 Result and Discussion 

3.3.1 Formation Mechanism of α-Fe2O3 Nanoparticles  

Several studies have shown that concentration of phosphate ion has a significant impact to control 

the NPs shape, from NTs, NRDs to NDs, whereas the concentration of iron cations in solution is 

responsible for the final nanoparticle size. Higher the ferric cation concentration, larger becomes 

the size of the synthesized NPs.57,189 In addition, sulfate anions allows to control the growth of -
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Fe2O3 nanocrystals.189 Hydrolysis of the metal cation precursor (FeCl3), which involves 

“coordination-assisted dissolution” and nucleation, is aided by the ligand phosphate and sulfate 

anions (NaH2PO4 and Na2SO4). The relative concentration of NaH2PO4 and Na2SO4 directly 

influences shape and morphologies of the final NPs, due to the superheating and non-thermal 

effects induced by the MAH process.188  Figure 3.1 shows the synthetic steps involved in the 

formation of α-Fe2O3 NTs/NRDs/NDs and their reduction into Fe3O4 nanosystem. We suggest that 

the growth mechanism of NPs is primarily induced by local superheating of the aqueous solution, 

which leads to the generation of numerous “hot spots” that favor nucleation and larger seeds 

formation throughout the solution, with rates that depend upon the mutual reactant concentrations 

188,190. For example, by increasing the concentration of phosphate anions, can be obtained NTs, 

NRDs and NDs of α-Fe2O3.  

 

Figure 3.1: The growth process of the diverse iron oxide NPs exhibiting nanotubes, nanorods, 

nanodisks morphologies (NTs, NRDs, NDs) aided by phosphate and sulfate anions. 

 

The phosphate anions act, mostly, as adsorbent/stabilizers of the α-Fe2O3 NPs surfaces. Sulfate 

anions are responsible for the fast dissolution process of the initial growth seeds and hence, the 

combined contribution of phosphate and sulfate molecules gate the formation of hollow NPs.189,191.  
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At low concentration of phosphate ions, small NPs (β-FeOOH) aggregate into spindle-shaped with 

phosphate and sulfate ion at the surface (i.e., mostly at the face end of ellipsoidal/spindle-shaped 

NPs) due to strong interaction between these NPs. These spindle-shaped β-FeOOH phase shifts 

into the α-Fe2O3 NPs phase, preserving the initial morphology, then such α-Fe2O3 NPs tend to 

aggregate but the process is compensated by Ostwald ripening.192,193 This process can be 

understood by recollecting that iron oxide NPs have an excellent microwave absorption property 

that lead to ‘hot surfaces’ at the two end of spindle α-Fe2O3, speeding up the crystal growth and 

subsequent dissolution. Furthermore, high conductivity and polarization of phosphate ions create 

localized ionic currents on the “hot surfaces” of hematite nanospindles, giving an additional 

driving force for the mass transport process.188,190,191 Lastly, an available phosphate and sulfate 

ions at the center of end facets start to etch the α-Fe2O3 spindle along the [001] direction, leading 

to formation of the α-Fe2O3 NTs, the final product. The etching process was found to be in space 

non-uniform, from tubes to tubes and even within a single tube. This anisotropic etching process 

originate from the uncontrolled movement and cooperation between Fe3+ ions with 

phosphate/sulfate ions during microwave irradiation. The growth of α-Fe2O3 NPs as seen along 

different lattice planes indicates that (110) and (100) direction growth faster and preferential 

dissolution occurs along the (001) plane, because this is the least protected surface plane by 

phosphate ions, owing to the lack of singly coordinated hydroxyl groups.191,194 On the other hand, 

the similar formation steps witnessed for NTs is followed during formation of NRDs and NDs, 

except for the presence of the etching process through dissolution.  The etching process is mainly 

gated in NRDs and NDs by the increasing concentration of phosphate ion which enhance the 

negative charge at NPs surfaces, hence is gated by the presence of higher concentration of adsorbed 

PO4
3−. Therefore, the electrostatic repulsion avoided aggregation of the β-FeOOH NPs and hence 

they grow separately. When higher concentration of phosphate anions is employed, the individual 

β-FeOOH NDs decomposed into randomly orientated α-Fe2O3 nanocrystallites and they 

selectively connected to each other on the plane to form nanoplates, which stacked layer-by-layer 

to form disk structures, as final product. The observed trend, decreasing size of the NPs with 

increasing concentration of phosphate ion, can be rationalized by the formation in solution of more 

stable monomers that produces NPs with smaller size. In contrast, lower phosphate concentration 

forms fewer stable monomers, with small number of nuclei in solution, so that to facilitate the 

growth of bigger particles. In the present work, the reaction process produced tube-like NPs with 



Page | 69  
 

length ~ 2515 nm and rod-like NPs with  length of ~2230 nm at high 
Fe3+

PO4
3− mass ratio whereas disk-

shaped NPs with average diameter ~730 nm at a low 
Fe3+

PO4
3− mass ratio. These morphological 

structures and reaction mechanism agree with previous literature results, as reported by Wu W. et 

al.57 for iron oxide NTs synthesized through hydrothermal route and by Hu et. al.188 which 

synthesized NRDs through MAH. However, our NPs are larger in size, which is mainly due to the 

use of higher concentration (0.126 M > 0.05 M 57) of Fe3+ ion in almost similar volume of solvent.  

The comparative study with existing literature, shows that the size of NPs is strongly dependent 

on the ratio of 
Fe3+

PO4
3− , i.e. higher the ratio, larger will be the size. Nevertheless, this is not the general 

scenario for every growth mechanism, because it should also depend upon concentration of 

precursors, amount of surfactant, synthesis temperature and more importantly amount of solvent 

used. In the present study, with low amount of solvent, the concentration of the growth species in 

the bulk solution is high, such that the concentrations of growth species at the interface of nuclei 

and in the bulk solution are kept nearly equal. Under these conditions, the diffusion distance 

becomes shorter, leading to a higher mass transfer and growth rates and therefore larger NPs are 

obtained.195,196  

3.3.2 Structural/morphology Analysis  

3.3.2.1 X-ray Diffraction and Microscopy Analysis  

XRD and SEM images for α-Fe2O3 and its distribution are given in Figures 3.2-3.4.  All the 

diffraction peaks are indexed for α-Fe2O3 (space group: R-3c, JCPDS No. 89-0597). Figure 3.5 (a-

c) show the FESEM image of FO06(NTs), FO12(NRDs) and FO97(NDs) Fe3O4 and their size 

distribution are given in Figure 3.4. Figure 3.5 (d-e) show the HRTEM images taken for FO06 and 

FO97, respectively. For FO06, the fringes distance was found to be ∼0.254 nm and ∼0.212 nm 

that agree with the Bragg’s diffraction (311) and (400) for Fe3O4, respectively. Similarly, for 

FO97, the obtained fringe distances were ∼0.254 nm, ∼0.251 nm and ∼0.197 nm; the first two 

agrees well with the crystal direction (311) and last one with (400).  
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Figure 3.2: X-ray diffraction of α-Fe2O3 FO06(NTs), FO12(NRDs) FO44(NRDs/NDs) and 

FO97(NDs).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: SEM images of α-Fe2O3 products prepared with different concentrations of 

phosphate’s: a) [NaH2PO4] = 2.70x10-4 mol L-1 (FO06); (b) NaH2PO4] = 5.40x10-4 mol L-1 

(FO12); (c) [NaH2PO4] = 1.94x10-3 mol L-1 (FO44); (d) [NaH2PO4] = 4.32x10-3 mol L-1 (FO97). 

In each case, [FeCl3] = 0.06 M and [Na2SO4.10H2O] = 1.65x10-3 mol L-1. 
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Figure 3.4: Size distribution of (a-b) FO06(NTs), (c-d) FO12(NRDs), and (e-f) FO97(NDs) 

before and after thermal annealing. Schematic images represent the respective morphology. 

 

Figure 3.5(f) shows the XRD patterns and their Rietveld refinement for FO06, FO12, mixture of 

NRDs/NDs (FO44) and FO97. Interestingly, the XRD peaks from metallic iron (Fe0) phase was 

also detected along with magnetite (Fe3O4) from FO06 to FO44 with the increasing concentration 

of phosphate ions. However, a clear identification of γ-Fe2O3 and Fe3O4 based on the XRD pattern 

is quite difficult, due to the similar crystal structure and close lattice parameter values (a = 8.346 

Å for γ-Fe2O3 and a = 8.396 Å for Fe3O4). From Rietveld analysis, we observed that single cubic 
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phase of Fe3O4 in FO97 is formed at higher concentration of phosphate ions, whereas at lower 

phosphate ion concentrations it promotes the growth of mixed phase.  Thus, FO06, FO12 and 

FO44 have mixed phase consisting of Fe0 and Fe3O4 whereas FO97 has pure Fe3O4 phase. During 

the reduction process, we found that the phosphate anions concentration is key for the efficient 

conversion of α-Fe2O3 into Fe3O4.  The reduction mechanism of α-Fe2O3 to Fe3O4 is well dissected 

in literature.197  However, we proposed an updated reaction mechanism that involve the phosphate 

anion concentration as reported below:   

For higher concentration of phosphate anions: 

 

   3Fe2 O3   + H2                             2Fe3 O4  +  H2 Ofor   complete reaction   (3.1) 

 

For lower concentration of phosphate anions: 

 

     3xFe2 O3  + yH2                            2 Fe3 O4  +  H2 O   intermediate product (3.2) 

    zFe3 O4  + 4(1 − y)H2                           3aFe0  +   4H2 O  complete reaction (3.3) 

 

Where x, y, z and a are the concentration of adsorbed H3PO4
0/H2PO4

− onto α-Fe2O3, the 

concentration of H2 used to complete the reaction (3.2), concentration of Fe3O4  that must react 

with the remaining concentration of H2  in (3.3) and concentration of metallic iron obtained after 

complete reaction. From equation (3.2) and (3.3), we found that when the concentration of 

phosphate ion is lower, higher will be the concentration of metallic iron (Fe0) phase. 

The XRD pattern for FO97 is nicely described by the reaction occurring through equation (3.1), 

whereas the XRD for the other samples (FO44, FO12, FO06) results from reactions following 

equations (3.2) and (3.3). The observed single phase structure of Fe3O4 is probably due to fact that 

the higher concentration phosphate ion creates a barrier that restricts the direct contact between 

𝐻2  gas and α-Fe2O3 at the surface of NPs, leading to the slowdown of the reaction with utilization 

of all 𝐻2  gas in FO97. During the reduction of α-Fe2O3, the phosphate on the surface could not be 

reduced, but it started reducing from the inner core to the shell of the NPs. These adsorbed 

phosphates would be very stable in the reduction process, and act as a framework or a protection 

shell for the formation of NPs.198  
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Figure 3.5: (a-c) FESEM image for FO06(NTs), FO12(NRDs) and FO97(NDs) after 

annealing, (d- e) HRTEM images of FO06(NTs) and FO97(NDs). Upper inset of figure (a – 

c) are magnified images with the same scale and the insets in panels (d) and (e) are IFFT and 

FFT images. (f) XRD patterns along with their Rietveld analysis, (g) FTIR spectra, and 

(h) XPS spectrum in the Fe2p core-level transition of FO06 and FO97. 
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3.3.2.2 Fourier Transform Infrared Spectroscopy 

Figure 3.5 (g) shows the FTIR spectra of Fe3O4 NPs in the range of 400–3000 cm−1 which identifies 

the chemical bonds as well as functional groups in the compound. The characteristic peaks of iron 

oxide (i.e., especially α-Fe2O3 and Fe3O4) NPs is appeared between 600 cm-1 and 400 cm-1. The 

absorption band at 546 cm−1 is assigned to the vibrations of Fe-O functional group. These broad 

low-intensity bands can be associated with the stretching and torsional vibration modes of 

magnetite whereas absorption band at 433 cm-1 and 518 cm−1 is assigned to α- Fe2O3 
199. The 

characteristic peak of phosphate anions usually appears in the wavenumber range 950-1200 cm-

1.200 No clear peak in this region was detected for FO06, whereas clear signatures can be seen for 

FO12 and FO44. A very sharp peak emerges in the FO97 sample; thus higher concentration of 

phosphate groups is trapped on the NPs surfaces. To have a better understanding of the reduction 

mechanism, we performed FTIR measurement for FO97(NDs) before and after H2  reduction. The 

sensitivity of infrared radiation (IR)  can help to dissect the protonation of phosphate residues, as 

illustrated by the differences witnessed among the IR spectra of PO4
3−, HPO4

2−, H2PO4
−, and 

H3PO4
o200. The spectral changes are interpreted in terms of acid-base reaction equilibrium201: 

                                             K1                     K2                        K3 

                               H3PO4
o              H2PO4

−                  HPO4
2−                      PO4

3−                               (3.4) 

 

where pK1 = 2.2, pK2 = 7.2, and pK3 = 12.3  

FTIR spectroscopy is a sensitive probe for the two vibration modes of phosphate: the non-

degenerate symmetric stretching ν1, and the triply degenerate symmetric stretching ν3. The 

formation of protonated H3PO4
o, peak with -Fe2O3, belongs to the symmetry C3ν , and as a result, 

three ν3 bands (at 1062, 1038 and 1002 cm−1) and one ν1 band (at 967 cm−1) are seen for this 

phosphate complex.200,201  The formation of  H2PO4
− (belongs to C2ν symmetry) and HPO4

2− 

(belongs to C3ν symmetry) complex could be obtained after removing the hydrogen atom in each 

step, which leads to symmetry oxidation from C3ν to tetrahedral (Td), as shown by the reaction 

(3.4).  Following complete reduction, the non-protonated PO4
3− anion, peak with Fe3O4 is observed 

with tetrahedral symmetry which belongs to the point group Td. The non-protonated PO4
3−  anion 

has one active ν3 band, centered at 977 cm−1, whereas the ν1 vibration becomes inactive, as shown 
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in Figure 3.5(g). Based upon these observations, we propose the following reduction process (Eq. 

3.5): 

                             3xFe2O3  + H2                    2yFe3O4 + H2O                                                    (3.5) 

 

Here, x and y are the concentration of H3PO4
o/H2PO4

− and PO4
3− respectively. Higher the 

concentration ratios of  H3PO4
o/H2PO4

− stronger is the bonding between hydrogen phosphate 

groups that might prevent the reduction of -Fe2O3 during thermal annealing under H2 gas. From 

XRD and Mössbauer spectroscopy (discussed in later section), we found that FO06, FO12 and 

FO44 include some % of metallic iron that decreases in the following order FO06 > FO12 > FO44, 

whereas pure Fe3O4 phase is obtained for FO97. These evidences clearly indicate that the 

concentration of H2 gas is effectively used in FO97(NDs), breaking the bonds between phosphoric 

acid groups (H3PO4
o),  and hence achieved a complete transformation from -Fe2O3 to Fe3O4. In 

contrast, when the amount of  H3PO4
o is limited, likewise in the synthesis of FO06, the excess of 

H2 gas is left (i.e. not used in the reaction with phosphate groups)  and reduces further some Fe2+ 

centers of Fe3 O4 to Fe0. Similar process occurs in FO12 and FO44. Lowering the concentration of 

phosphate anions, higher is the percentage of Fe0 present in the final material. The difference 

between the XRD patterns of α-Fe2O3 (Figure 3.2) and Fe3O4 NPs (Figure 3.5f) show the presence 

of such phase conversion, from corundum to spinel. However, Fe3O4 exhibit crystal structure quite 

similar to that of γ-Fe2O3 and makes it difficult to distinguish between these two forms, simply 

based upon XRD analysis. 

3.3.3 X-ray Photoelectron Spectroscopy  

It allows to gain further details of the surface contribution of either Fe3O4 and/or Fe0 phases. The 

results are given in Figure 3.5(h), where peaks are shown the electronic envelopes for the core-

level of FO06 and FO97, recorded in the Fe2p regions. The two major components, at binding 

energies of 710.4 eV and 724.5 eV, are attributed to 2p3/2 and 2p1/2 core levels. However, in the 

XPS pattern of FO06(NTs), the broad Fe2p signals are arising from the coexistence of Fe3+ and 

Fe2+ states. In addition, no satellite peaks are observed, factor that confirms the absence of γ-Fe2O3 

in the Fe3O4 samples. The ratio of Fe2+: Fe3+ should ideally be 1:2, or 0.33:0.67, in stoichiometric 

Fe3O4.  The obtained results of the convoluted peaks give the values Fe2+: Fe3+ = 0.42:0.58, which 

clearly indicates a non-stoichiometric Fe3O4 present in the surface regions of the NPs. On the other 
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hand, small satellite peak (area = 5%) corresponding to the 2p3/2 transition is observed at 718.8 eV 

in FO97; this signature is assigned to the presence of higher concentration of Fe3+ ion. In addition, 

possibility of minor contribution from γ-Fe2O3 is always open for such satellite. The calculated 

ratio of Fe2+: Fe3+ is 0.41:0.54 reflects more non-stoichiometric Fe3O4 compared to FO06. 

However, no evidence of Fe0 is detected on the surface of FO06 and FO97 samples. 

3.3.4 Mössbauer Spectroscopy 

We have performed Mössbauer spectroscopy for the investigated samples at 300 K as shown in 

Figure 3.6 (a-d), and their hyperfine fitting parameters are given in Table 3.1.  The spectra for all 

the samples were well fitted considering sextet patterns (magnetic sub-spectra). No evidence of 

SPM relaxation components was observed, which is a good agreement with the large size of the 

particles. The spectrum for FO06 (Figure 3.6(a)) is well resolved by five sextets (four sextets for 

Fe3O4 and one for Fe0). Values of hyperfine parameters for all the samples are consistent with the 

two crystallographic sites of iron ions in the cubic spinel (Fd-3m) structure of Fe3O4.
202 However, 

the spectral area ratio on A- and B-site was found different from bulk magnetite (i.e., 1:2 for free-

defect crystals). Such ratio of population indicates that the samples are not in stoichiometric 

proportion. Increase amount of population in the reverse order than bulk indicates the presence of 

vacancies/defects in octahedral B-site in an increased order. The results can be understood 

considering possible core/shell structure model assuming that some sample region in the core 

follows the bulk Fe3O4 composition i.e., stoichiometric (blue color) while the rest portion are non-

stoichiometric with vacancies/defects (olive color), as shown in the Figure 3.6(e). In addition, the 

presence of metallic iron (Fe0) is also observed, represented by pink color in the drawings shown 

in Figure 3.6(e). Two sextets, blue and pink, were used for the fitting of Fe in the core region, 

resulting in 14% and 28% of iron cations residing in A- and B- sites. Thus, 42% of the Fe 

population is represented by stoichiometric Fe3O4. Figure 3.6(b) and Figure 3.6(c) show the 

recorded spectra of samples FO12 and FO44. From spectra analysis, they both give well resolved 

sextets (four sextets for Fe3O4 and one for Fe0). Two sextets (Figure 3.6b), given by blue and pink 

lines, correspond to the fitting for Fe in the core region, resulting in 10% and 21% of Fe in A- and 

B- sites. Thus, 31% of Fe population is associated to stoichiometric Fe3O4 for FO12; for FO44 
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(Figure 3.6c), 7% and 14% of Fe resides in the A- and B- site, thus 21% population is given by 

stoichiometric Fe3O4. 

Figure 3.6: (a-d) Mössbauer spectra recorded at T = 300 K for FO06, FO12, FO44 and FO97. 

Figure 3.6: (e) The proposed Fe composition in the different samples. 

The fitted sextet drawn in navy and violet colors represent the sites S1 and S2, because we were 

unable to distinguish either A- or B-sites, and show hyperfine parameters close to Fe3+ and Fe2+, 
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respectively. The observed Fe3+ population for S1-site is more than twice in comparison to the S2-

site. This is probably due to the overlapping of two sextets of Fe3+, also present in the S1- and S2- 

site, respectively. 

Let us assume that Fe3+ population covered by S1 is collectively representing the Fe3+ population 

of S1- and S2-site in single sextet and thus the ratio of S1:S2 is 1:1.8 (for instance in FO06 (NTs) 

and for other components see equation below) indicating some cation vacancies and surface 

effects.   In case of cation vacancies  in S2-sites, the value S1/S2 for these samples would 

correspond to the non-stoichiometric Fe3O4 with chemical formula:     

         

For FO06, 

                                                      (Fe3+)S1[Fe1.80 
2.5+0.2]S2O4                                                          (3.6) 

Similarly, 

For FO12, 

                                                        (Fe3+)S1[Fe1.71 
2.5+0.29]S2O4                                                                                 (3.7) 

For FO44, 

                                                        (Fe3+)S1[Fe1.56 
2.5+0.46]S2O4                                                      (3.8) 

On the other hand, it is important to take into account the presence of surface effects. It is reported 

that the magnetic moments of some iron ions in the NPs are generally pinned at the surface layer 

owing to a high magnetic anisotropy.203 Consequently, not all S2-site iron ions undergo electron 

hopping due to the surface effects. In this case, we can evaluate some of the iron ions participating 

in the electron Fe2+ ⇄ Fe3+ exchange in the stoichiometric Fe3O4. From the Mössbauer line 

intensities and hyperfine parameters, we have observed that charge distribution follows: 

For FO06, 

(Fe3+)S1[ [Fe0.965 
2+ ⇄ Fe0.965 

3+ ]S2 [Fe0.07 
3+ ]S2O4                                   (3.9) 

For FO12, 

(Fe3+)S1[ [Fe0.950 
2+ ⇄ Fe0.950 

3+ ]S2 [Fe0.10 
3+ ]S2O4                                      (3.10) 

For FO44, 

(Fe3+)S1[ [Fe0.930
2+ ⇄ Fe0.930 

3+ ]S2 [Fe0.14 
3+ ]S2O4                                     (3.11) 
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On the other hand, for FO97, it is clearly observed from Table 3.1 that the phase formed from 

oxidation of Fe2+ to Fe3+ has significantly more area in S1-site and area in S2-site. Such partially 

oxidized Fe3O4 can exist between the end-members of stoichiometric Fe3O4 and γ-Fe2O3 and can 

be referred to by their Fe2+ content (x), as calculated from x =
Fe2+

Fe3+ = 0.33. Such result is possibly 

due to the high concentrations of phosphate anions present in FO97(NDs). Let us take fitting idea 

of the recorded spectra similar to the non-stoichiometric region of previous three samples, 75% 

population in S1-site can be consider as population representation of Fe3+ of both S1-and S2-site 

in single sextet in S1-site (could be two sextets of same ion (Fe3+) were overlapped), since we were 

unable to fit a separate sextet for Fe3+ in S2 -site. This consideration gives the ratio of S1:S2 ~ 

1:1.68 indicating cation vacancies throughout the region indicated by green color, in Figure 3.6(b).   

Similar to the previous discussion cation vacancies in S2-sites, the value S1/S2 for FO97 would 

correspond to the non-stoichiometric Fe3O4 with the chemical formula, 

 

(Fe3+)S1[Fe 
3+Fe0.68 

2+ Fe0.32 
3+ ]S2O4.                                                                                             (3.12) 

In a rough approximation of collinear magnetic ordering, the observed magnetic moment ‘M’ per 

formula unit of the stoichiometric magnetite is ‘M’ =4
B

, which is the region indicated by the blue 

color in the Figure 3.6(e), whereas non-stoichiometric Fe3O4 has ‘M’ = 3.94
B

 with  = 0.015 and 

thus can be well represented by the stoichiometric composition of Fe2.985O4 for FO06. For ‘M’ = 

3.91
B with  = 0.022 satisfy the formula Fe2.978O4 for FO12, for ‘M’ = 3.86

B
 with  = 0.034 

gives Fe2.966O4 for FO44 and ‘M’= 3.16
B

 with  = 0.21 gives Fe2.791O4 for FO97 sample. The 

increased presence of vacancies and surface effects from FO06 to FO97 is believed to be due to 

an increase in concentration of phosphate anions.  In the NPs, except for FO97, besides the Fe3O4 

sextets, an additional sextet was found. The extra pattern was associated to metallic iron Fe0, which 

was confirmed by analysis of the hyperfine parameters (see Table 3.1) and agree with the results 

obtained from XRD data analysis as given in Table 3.2. Based on these experimental findings, 

from FTIR, Mössbauer spectroscopy, and XPS data, supported further by magnetic measurement 

(see section magnetic properties below), we propose that in these materials exist the presence of a 

core-shell structures, being composed of different layers formed by Fe0, stoichiometric Fe3O4 and 

non-stoichiometric Fe3O4, which are shown as drawings in Figure 3.6(e). 
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Table 3.1: 57Fe Hyperfine parameters, isomer shift (IS, 𝐂), quadrupole splitting (QS, 𝐐), 

hyperfine field (Bhf) and spectral area (population distributions) for the diverse iron oxide 

nanoparticles. 

  

 

Table 3.2:  Comparative study of phase analysis and magnetic saturation through XRD, 

Mössbauer and Magnetic data. The observed data from XRD and Mössbauer spectroscopy 

were very closed to each other. The phase of each sample was confirmed by analyzing these 

obtained data. Similarly, the magnetic saturation ‘Ms’ was analyzed comparing the result 

obtained from SQUID with ‘Ms’ obtained from Mössbauer spectrum. The obtained data is 

closed to each-other with maximum error ~8%. This error could be due to presence of defect 

on Fe0, however we used ‘MS’= 221 emu/g as bulk Fe0 during the calculation from Mössbauer 

data. In addition, instrumentation error should have to take in an account. 

 

Sample Lattice 

parameter 

(nm) 

0.0005 

Phase Analysis Magnetic Saturation 

‘Ms’ (emu/g) 

XRD(1) Mössbauer(2) Mössbauer 

(emu/g) 

SQUID 

(emu/g) Fe3O4(%) Fe0(%) Fe3O4(%) Fe0(%) 

FO06 

(NTs) 

Fe3O4 

=0.8375 

Fe0= 0.286 

 

85.5 14.5 84 16 112 115 

FO12 

(NRDs) 

Fe3O4 

=0.8375 

Fe0= 0.286 

86 12.4 87 11 104 96 

Sample Code Phase Site Mössbauer Fitted Data 

IS, C(mm/s) 

0.01 

QS, Q(mm/s) 

0.01 

Bhf (T) 

0.1 

Population 

(%) 

2 
FO06(NTs) Fe3O4 

 

 

 
Fe 

A 

B 

S1 

S2 
 

0.30 

0.64 

0.28 

0.75 
-0.03 

-0.042 

-0.018 

0 

0 
0 

48.60 

45.65 

49.80 

49.40 
32.88 

14 

28 

30 

12 
16 

FO12(NRDs) Fe3O4 

 
 

 

Fe 

A 

B 
S1 

S2 

0.30 

0.63 
0.32 

0.77 

-0.02 

-0.016 

0.06 
-0.002 

0 

-0.06 

48.64 

45.30 
49.70 

48.6 

32.82 

10 

21 
42 

14 

12 

FO44(NRDs/NDs) Fe3O4 
 

 

 
Fe 

A 
B 

S1 

S2 

0.29 
0.63 

0.34 

0.82 
0.004 

-0.027 
-0.022 

0.003 

0 
0 

48.7 
45.6 

49.30 

47 
32.99 

7 
14 

54 

15 
9 

FO97(NDs) 

 

Fe3O4 

 

S1 

S2 

 

0.27 

0.68 

-0.03 

-0.06 

48.63 

45.69 

 

74.69 

25.31 
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FO44 

(NRDs/NDs) 

Fe3O4 

=0.8374 

Fe0= 0.286 

 

87.3 10 89 9 98 92 

FO97 

(NDs) 

Fe3O4 

=0.837 

 

100 - 100 - 73 80 

 

3.3.5 Magnetic Properties 

The dc magnetization hysteresis measurements, recorded at 300 K, allowed to unveil further the 

different magnetic behavior in the so-prepared materials. The samples FO06, FO12 and FO44 

displayed ferrimagnetic trends with higher value of saturation magnetization (MS) of 115, 96 and 

92 emu/g, respectively. The FO97 material showed a lower value, of ~ 80 emu/g, which is about 

87% of that of bulk Fe3O4, (see Figure 3.7a). The higher value of MS in FO06, FO12 and 

FO44(NRDs/NDs) is mainly attributed to the presence of zero-valent-iron (Fe0). The smaller value 

of MS found in FO97 arised from the stoichiometry deviation for pure magnetite,  cation 

distribution and absence of Fe0 204. We observed that the coercive field HC decreases with 

decreasing length or diameter of the NTs/NRDs/NDs. The observed values of HC decrease from ~ 

252 Oe (FO06), ~209 Oe (FO44) to ~182 Oe (FO97) whereas HC for FO12 is ~ 297 Oe, which is 

larger than FO06. This property is due to the adsorption of phosphate anions on the surface of 

FO12. The experimental values of MS and HC are given in Table 3.3.  

 

Table 3.3: Magnetic properties of all four sample are tabulated as below: 

Sample Magnetic 

saturation (MS)   

(emu/g) 

Magnetic 

remanence MR 

(emu/g) 

MR/MS Coercive field (HC) 

(Oe) 

FO06 115 15 0.13 252 

FO12 96 21 0.22 297 

FO44 92 12 0.13 209 

FO97 80 11 0.14 182 
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Although the morphology of FO06 and FO12 are similar, showing nearly identical size 

‘Length(L)’ and volume ‘V’, the presence of phosphate anions on the surface of FO12 could 

generate local symmetry breakings, which are at the origin of the surface anisotropy due to 

structural defects, broken symmetry bonds and surface strain 205. Therefore, higher Hc for FO12 

may arise from enhanced surface anisotropy. To validate this hypothesis, we have calculated the 

surface anisotropy by using the law of approach to magnetic saturation206,  

M = Ms(1 −
b

H2)                                                        (3.13) 

where b is a factor correlated with the effect of the magneto-crystalline anisotropy. In case of 

uniaxial magnetic crystals, the fitting parameter b can be used to obtain an estimate of the 

anisotropy term K: 

                                                      K = 
0
Ms(

15b

4
)1/2                                                       (3.14) 

In Equation (3.14) the term 
0
 represents the permeability in the free space and Ms the saturation 

value. Combining equations (3.13) and (3.14), we found that the anisotropy constant KFO12  = 

6.6105 J/m3 for FO12(NRDs) whereas KFO06 = 5.15 105 J/m3 for FO06(NTs), i.e. KFO12 >

 KFO06.  The existence of domain walls on the surface of iron oxide and their movement could 

easily be blocked by the adsorbed phosphate layers, resulting in domain walls-pinning, which 

contributes to enhance ′K′  and higher the magnitude of HC for FO12.  

On the other hand, two samples FO44 and FO97 have comparatively lower Hc values than FO12, 

even with phosphate layer on their surface. Such low Hc values are due to finite size effects. 

Further, the ratio of MR/MS for all the sample is in the range 0.1-0.5, which indicates that all the 

samples are pseudo single-domain (PSD) NPs consist of multi-domain (MD) NPs 207. The FO97 

should have a vortex domain structure and possess an onion structure under a sufficiently high 

magnetic field. 42,47  Therefore, a drop in Hc from FO06 to FO97 is a clear indication of the 

formation of vortex states in FO97 while it is completely absent in FO06 due to its tubular 

morphology.97 This effect has been further studied by micro-magnetic simulation through Mumax 

3.9 software, as shown in Figure 3.7(b). The clear observation of vortex core in the center of FO97 

at H =0 and its gyrotropic movement in the application of field, i.e. when H>0, are an evidence of 

a vortex configuration in FO97. In such magnetic vortex domain structure, the hysteresis loop is 

composed of a two-step magnetization reversal processes, which involved onion to vortex 
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transition and vice versa 42,47. At large external magnetic field (H), FO97 is in a saturation state or 

single-domain state (Figure. 3.7b-iii) since, all spins are parallel to the field direction. The 

complete phenomena of hysteresis loop for FO97 is represented in Figure 3.7b-(i-v), where the 

green color indicates saturation magnetization in positive direction and navy indicates the 

saturation moment in negative direction. The negligible coercive field and remanence were 

observed in FO97. Such difference between experimental results and simulated envelope could be 

interpreted as an effect of the polydispersity of the sample, which was not take an account in the 

magnetic hysteresis simulation 208. 

 

Figure 3.7: (a) Represent the hysteresis loops measured at T = 300 K, (b) Simulated hysteresis 

loop for the sample FO97(NDs), (c) ZFC-FC curves for all the investigated samples at T = 

300 K and (d) Schematic illustration of vortex and onion states in FO97(NDs) in absence 

(H=0) and in the presence (H>0) of an external magnetic field H. Arrows indicate the spin’s 

direction. 
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The zero field cooling-field cooling (ZFC-FC) curves in the Figure 3.7(c) exhibit a prominent 

Verwey transition (Tv) for the three samples i.e., FO06, FO12 and FO44 at about 128 K, 126 K 

and 124 K respectively, which is typically encountered in stoichiometric Fe3O4, whereas no such 

transition is detected in FO97. The Tv for bulk Fe3O4, TV ≈ 119 K, above which it occurs fast 

electron hopping between Fe2+ and Fe3+ ions on the octahedral sites.209 In Fe3O4 NPs, the sharp 

transition observed is related to both the high crystallinity of the NPs, and to the presence of inter-

particle interaction and electron hoping in between Fe2+ and Fe3+ sites.210 There is another 

transition located at T ∼50 K, implying the occurrence of spin reorientation and glass-like 

transition211. It is interesting to explore the trend of Tv from FO06 to FO97, with the structural 

transformation from cubic to monoclinic. We found that the observed transition is very sharp in 

FO06, more broadened for FO12 and FO44 and finally lost in FO97. The abrupt decrease in 

sharpness of such transition in FO12 and FO44 is ascribed to the decrease in the mobility of 3d 

electrons. The effect, simply called ‘hopping’, between the Fe3+ and Fe2+ cations at temperatures 

T < TV indicates significant loss of charge ordering between Fe3+ and Fe2+ located on octahedral 

sites at temperatures T < TV. However, the same phenomenon does not appear to occur in FO97. 

This is explained by the following rationale; increasing the concentration of phosphate anions 

trapped on the surface, from FO06 to FO97, can promote easier oxidization of Fe2+ to Fe3+ cations 

(in high spin state configuration). This effect induces an unequal number of Fe3+ and Fe2+ ions on 

octahedral sites below TV, which then lead to the disappearance of charge ordering 212.  

The trend of Tv was analyzed further by comparing the population of stoichiometric Fe3O4, 

obtained from Mössbauer analysis, in all samples. The bulk composition of middle core (second 

layer i.e., blue color in the Figure 3.6e) NPs is the one mainly responsible for tuning Tv, while is 

expected to be minor the contribution on Tv coming from the surface layer (green color in Figure 

3.6e).213 The sharp transition in FO06 could then originate from the presence of higher population 

of stoichiometric Fe3O4, ~ 42%, whereas broadening, as observed in FO44, is induced by the 

estimated decrease in population of stoichiometric magnetite, ~ 21%. Moreover, minor 

contribution of electron hopping in the S2-sites comes from non-stoichiometric Fe3O4, as 

illustrated by green color in the structural drawings of Figure 3.6(e), is also responsible for the 

shift to lower temperatures in Tv, from high FO06, FO12 to low as in FO44.  No transition was 

observed in FO97 due to the absence of significant electron hopping (Fe2+ ⇄ Fe3+) as well as due 

to the presence of more cation vacancies/defects. The obtained results can be rationalized as 
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“lowering the concentration of phosphate anions, induce a lowering in cation vacancies and in 

defects but it sharpens the Verwey transition”. Moreover, higher the concentration of non-

stoichiometric Fe3O4, broader becomes the Verwey transition and thus decreases in Tv is 

observed.212,214,215 Thus, we can conclude that the absence of phosphate ion on the surface of FO06 

facilitate emergence of sharp Tv transition and high concentration of such anion on the surface 

layer of FO97 hampers the Tv transition.  

3.4 Conclusion 

We have studied the impact of phosphate anions in impacting size, shape, phase composition and 

stoichiometry of Fe3O4 NPs. Analysis of the structural evolution and formation mechanism of the 

nanoparticle systems revealed that by using a controlled ratio of 
Fe3+

PO4
3− and microwave irradiation 

we can effectively produce in water hollow NTs, NRDs and NDs, with tunable phase composition 

and stoichiometry. The magnetic properties of these morphologically different systems show that 

the coercive field for NRDs was higher than that of NTs, despite having similar shape and 

dimension. This phenomenon was ascribed to originate from surface anisotropy effects, which are 

induced by higher amounts of adsorbed PO4
3− anions on the NPs surface. The obtained NDs were 

able to express a magnetic vortex state, as validated by micro-magnetic simulation.  Therefore, 

selecting the concentration of phosphate ions, and the concentration of H2 gas in the mixture during 

the synthesis allows to effectively prepare under mild conditions and without use of organic 

surfactants well defined systems with finely tuned shape, size, phase composition and 

stoichiometry.  
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Chapter 4 

Magnetic Vortex Configuration in Submicrometer 

Fe3O4 Nanospheres 
 

 

Recent theoretical and micromagnetic simulation studies on magnetic nanospheres (NSs) with 

novel vortex configuration reveal their possibility in several applications based on high-power-

rate energy absorption and subsequent emission. In this chapter, we report a control microwave 

synthesis of Fe3O4 NSs and confirm the vortex-configuration via experiment, theoretical analysis, 

and micromagnetic simulation. Further, the stoichiometry of as-prepared vortex NSs is examined 

thoroughly. The zero-field/field cooling (ZFC-FC) magnetization, electrical measurements, and 

Mössbauer spectroscopy provide evidence of loss of stoichiometry in vortex-NSs due to the 

presence of surface oxide layer, defects, and higher cation vacancies. Although the stoichiometry 

is not preserved, the magnetite NSs exhibit a vortex configuration confirming that the 

geometry/size is a critical factor for the existence of vortex state rather than bulk properties. The 

results provide key information for the synthesis of magnetite NSs and open up possibilities for 

future technological applications based on three-dimensional magnetic vortex-structures. 
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4.1 Introduction  

The existence of a magnetic vortex state, consisting of a non-collinear spin configuration and in-

plane curling, enables negligible remanent magnetization at low fields with high magnetization at 

high fields in MNPs. The intrinsic stability, topology-driven dynamics, and more interestingly the 

switching field-dependent electrical and magnetic properties (widely known as “on/off” switching 

property) offers a great opportunity to practice in industrial technology, from quantum computing 

to biomedical applications 42,43,224,216–223. Many works have reported these vortex nanostructures 

in magnetic-oxide NPs with controlled shape and size, in a variety of morphologies such as 

ellipsoids 44, cubes 225,226, disks/dots 37,42,43,220,227, and rings 56,58. The vortex structure in MNPs 

with sizes of several hundred nanometers (i.e., above the single-domain size limit of most 

materials), allows manipulation of their electrical, magnetic, mechanical, and thermal properties. 

Recently, theoretical and simulation studies were reported for magnetic NSs where the vortex 

magnetic structure of the core exhibited a unique precession motion around the direction of an 

externally applied static field 117,228,229. This unique vortex-core reversal behavior and its 

dependence on the frequency of the applied AC magnetic field allowed large power absorption 

values, making them appealing for potential application in bio-diagnostics and MFH, for example. 

While these studies have provided robust analytical and computational information on vortex NSs, 

there are not yet extensive reports on successful production of iron-oxide vortex NSs, which is the 

obvious step to validate experimentally the theoretical models. Hence the significant relevance of 

achieving the successful synthesis of such NSs with magnetic vortex configuration. 

For the effective performance of these NPs in practical applications, it is essential to receive their 

properties in bulk. Often, the NPs exhibit a bulk property if they preserve their stoichiometry, 

which depends on several factors like shape, size, surface defects, charge ordering, cation 

vacancies, etc. Indeed, in magnetite, stoichiometry is strongly associated with a Verwey transition, 

which is essential for its potential applications in spintronics, sensors, energy conversion devices, 

and biomedical purposes 3. The Verwey transition (TV) near 120 K, also called metal-to-insulator 

transition, arises as a result of charge order-disorder of Fe2+ and Fe3+ that leads to sharp changes 

in the electric, magnetic, and structural properties 209,230. Particularly, the change in unit cell 

structure from inverse-cubic-spinel to monoclinic, increase in resistance and sharp fall of 

magnetization below TV directly affects the efficacy of NPs and limits prospective applications. 
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The absence of Verwey transition directly leads towards the loss of stoichiometry influenced by 

several external factors, such as, size, shape, growth during synthesis, defects, thermal treatment, 

etc.231,232. It is well known that the Verwey transition is size-/shape-dependent, usually appears in 

larger NPs in the range of blocked single domain/ferromagnetic particles and gets suppressed in 

SPM range (precisely for particles smaller than 20 nm) and completely disappears for particle sizes 

below 6 nm 3,233,234. Despite the great experimental effort, however, the existence of ionic-charge 

ordering below Verwey transition, surface defects, cation vacancies, contribution of size/shape to 

the loss of stoichiometry in large-scale sphere magnetite still remains mysterious and under debate 

235,236. This chapter first reports the microwave assisted hydrothermal (MAH) synthesis route for 

Fe3O4 NSs and examines their vortex-spin-configuration by means of experiments, theoretical 

analysis, and micromagnetic simulation. Further, the role of surface defects and cation vacancies 

to the loss of stoichiometry in as-prepared vortex NSs is presented and discussed. 

4.2 Experimental Section: Synthesis of Iron Oxide Vortex Nanospheres 

Based on both recent reports and our own studies 56,237, we used phosphate anions for the shape 

controlled synthesis of NSs. The -Fe2O3 long ellipsoidal rods (LERs), short ellipsoidal rods 

(SERs) and NSs were prepared by a MAH reaction of iron chloride (FeCl3) with addition of sodium 

phosphate (NaH2PO4) and sodium sulfate (Na2SO4) as additives to control shape and morphology. 

Briefly, 0.06 mol L-1(~ 370 mg) of FeCl3 with 35 mL of distilled water were stirred for 15-20 

minutes. The additives NaH2PO4, and Na2SO4 mixed with 3 mL of distilled water separately and 

finally mixed with FeCl3 solution to make mixture of final volume 38 ml; the concentration of 

NaH2PO4 (2.7x10-4 mol L-1, 5.4 x10-4 mol L-1, mol L-1and 4.32 x10-3 mol L-1), and Na2SO4 .10H2O 

(1.65 x10-3 mol L-1). After a vigorous stirring for 10 minutes, the mixture was transferred into a 

reaction vessel in a Synth’s microwave reactor, with an output power of 1000 W. The working 

cycle of the microwave reactor was set as 20 0C/ minutes rapid heating to reach 220 0C from room 

temperature, and heat 60 minutes at same temperature. All other procedure is same as given in 

chapter 3 (section 3.2).  

4.3 Result and Discussion 

4.3.1 Structural/Morphological/Magnetic/Electrical Analysis 

4.3.1.1 X-ray Diffraction and Microscopy Analysis 
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The complete synthesis process of defined α-Fe2O3 MNPs and their controlled conversion into 

Fe3O4 is given in the synthesis section (above and chapter 3, section 3.2). The morphological 

changes of as-prepared NPs, from long ellipsoidal rods (LERs), short ellipsoidal rods (SERs) to 

NSs with the decreasing in the ratio of iron (III) to phosphate anions is shown schematically in 

Figure 4.1(a) and their corresponding FESEM Figure 4.1(b-d).   

 

Figure 4.1: (a) Schematic of the formation process of NSs through reduction in PO4
3- 

concentration compared to the LERs and SERs; (b-d) FESEM image of reduced LERs, 

SERs, and NSs respectively; (e) HRTEM images of NSs, and (f) XRD patterns with 

their Rietveld analysis. 

It is observed that when the ratio of iron (III) to phosphate anions is reduced by one half; LERs 

shortened their length and results in SERs which are further converted into NSs because of the 

reduced ratio of iron (III) to phosphate anions by 20 times.  The size distribution of the obtained 

NSs could be fitted with a Gaussian distribution yielding an average diameter <d> =701  122 nm, 
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given in Figure 4.2. The HRTEM images of the NSs (Figure 4.1(e)) revealed lattice spacing of 

0.251 nm and 0.210 nm, respectively, which corresponds to the lattice spacing of (311) and (400) 

planes of inverse spinel Fe3O4 
202.   

 

Figure 4.2: Size distribution of Fe3O4 NSs. 

The fast Fourier transform (FFT) pattern reflects the polycrystalline nature of NSs. Figure 4.1(f) 

shows the XRD pattern of the Fe3O4 LERs, SERs, and NSs reaction products along with their 

Rietveld analysis. It is found that both LERs and SERs contains mixed phase of Fe3O4 and metallic 

iron (Feo) whereas NSs is pure Fe3O4.  All the diffraction peaks are readily indexed to a cubic 

spinel phase (space group: Fd-3m with JCPDS No. 19- 0629, a = b=c= 8.37 Å) and the XRD 

Rietveld fitted data are given in the Table 4.1.  

4.3.1.2 Fourier Transform Infrared Spectroscopy 

The characteristic FTIR peaks between 600 cm-1 and 400 cm-1 observed in LERs, SERs and NSs 

samples correspond to the α-Fe2O3 and Fe3O4 phases, with the absorption band at 545 cm−1 

assigned to vibrational modes of Fe3O4, clearly shown in Figure 4.3. A second characteristic peak 

detected at 976 cm-1 is consistent with phosphate (PO4
3-) anions with typical wavenumbers within 

the 950-1200 cm-1 range 200. A very sharp peak emerges in the NSs sample suggesting a high 

concentration of phosphate groups are trapped on the nanoparticle surfaces. 
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Figure 4.3: FT-IR of all the samples, i.e. LERs, SERs, and NSs. The detected peaks 549 cm-

1 and 976 cm-1 represent iron oxide (Fe3O4 here) and phosphate anion, respectively. 

 

Table 4.1: Study of lattice parameter and phase analysis. 

Sample Lattice 

parameter 

(nm) 

0.005 

Phase Analysis Magnetic 

measurement 

XRD(1) Mössbauer(2 ) Verwey 

transition 

temp 

(Tv) 

MS 

(emu/g) Fe3O4(%); Fe0(%) Fe3O4(%) Fe0(%) 

LERs Fe3O4 

=0.838 

Fe0= 0.286 

 

85.5 14.5 84 16  132 

SERs Fe3O4 

=0.838 

Fe0= 0.286 

 

86 12.4 87 11 122 K 108 

NSs Fe3O4 

=0.837 

 

100 - 100 -  76 

 

4.3.1.3 Theoretical and Micromagnetic Simulation 

The theoretical analysis (see section 1.6) and micromagnetic simulation (see section 1.12) were 

exploited based on their magnetic energy. Figure 4.4(a) shows a schematic of the vortex structure 
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simulated for magnetic NSs with a cross sectioned drawing (Figure 4.4c) showing the internal 

vortex orientation, as inferred from the simulations of the spin configurations shown in Figure 42b 

and d. The size of the NSs is about 700 nm in diameter, which is above the single-domain region, 

i.e., belongs to a vortex region that avoids the singularity point of the exchange energy. Based on 

Figures 4.4 (b-c), we assumed that the NSs consist of two region curling-in-plane (x-y plane) and 

vortex-out-of-plane (z-axis). It is interesting to note in Figure 4.4 that vortex regions are formed 

in the shape of solid rods/cylindrical disks of radius RV and height R. This vortex region stabilizes 

the core region with radius b, which exhibited the out-of-plane magnetization under the application 

of a magnetic field, i.e., magnetization has a non-zero component perpendicular to the plane of the 

vortex region (i.e., cylindrical disks). Within the vortex, core spins are aligned along the z-direction 

perpendicular to the in-plane circulating magnetizations. Furthermore, in principle, the spin 

configuration within vortex region should have to exhibit out-of-plane magnetization; from the 

simulated spin configuration (Figure 4.4d), however, the region in between Rv and b can be 

considered as a transition region from out-of-plane to in-plane. This transition region is important 

in terms of change-in-energy (energy transition) from vortex to single-domain which destroy the 

vortex state in NSs. Figure 4.5(a) shows the energy-diameter phase diagram, where the dependence 

of the geometry (diameter) of the NSs on the magnetic behavior, i.e., the transition from a single-

domain (SD) state to a vortex configuration separated by their boundary line, is analyzed by means 

of a theoretical model and micromagnetic simulation. We observed that the phase diagram consists 

of three regions, namely, single-domain (in-plane), transition region (single-domain to vortex), 

and vortex region. The vortex state is a minimum energy state (i.e. the ground state) that occurs 

above the critical size 90-95 nm for Fe3O4 of the single-domain to multi-domain NPs 238. Single-

domain state is the most favorable configuration for particles below the critical size, and the full 

energies of the distinctive magnetization patterns decrease with increasing diameter D. 

All phase transitions take place immediately as first order phase transitions. The constructed 

energy-diameter phase diagram by the theoretical model is in a complete agreement with the 

micromagnetic simulation. In any case, the small error at the boundary line is likely due to the 

impact of the cubic cell discretization within the micromagnetic recreation that contributes to the 

extra roughness energy and thus the full ground state energy of the framework. The discreteness 

of the method and the utilization of a cubic mesh is the source of systematic errors of 

nonrectangular systems, thus raising the imprecision of micromagnetic simulations reasoned by 
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discretization 239. This is more applicable to NSs since the circular boundary is estimated by a 

staircase of straight-line segments. Such impacts are not observed in the theoretical phase diagram. 

 

Figure 4.4. Schematic representation of the micromagnetic simulations for the spin 

configuration in NSs (a, b) and the corresponding cross sectioned hemisphere (c and d) 

showing the curling vortex internal state.  

The vortex (flux-closure spin configuration) can occur in MNPs as a result of minimization of the 

total energy that includes magneto-crystalline anisotropy, exchange and magnetostatic energies.  

Although the formation of vortex state is a consequence of energy competition between exchange 

and magnetostatic energy, the total energy of the curling-vortex state is mainly dominated by the 

exchange energy; thus this interaction plays a key role in the formation of vortex states. The total 

energy, Etot, of NSs as a function of diameter (Figure 4.5(a)) shows that Etot decreases with 

increasing diameter within the vortex region. For diameter values above the single- to multi-

domain limit (90-95 nm for Fe3O4) the NSs become a more energetically favorable state (lower 

energy state). The larger the diameter of NSs, the longer the displacement of the vortex core; which 

lowers the exchange energy and renders better stability of the vortex state reducing the remanent 

magnetization 38. While the total energy is dominated by the exchange interaction through the 

formation of a vortex core within the vortex region, the single-domain state is dominated by the 
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demagnetization energy at the surface 239,240. For large structures, the vortex state reduces the 

system energy by decreasing stray fields and thus lowering the magnetostatic energy. The central 

vortex core in NSs contributes to the out-of-plane magnetization (i.e., mz  0) at the origin, which 

is stabilized by the exchange interactions and therefore the dynamic magnetization has significant 

values just outside of the vortex core, i.e., in-plane magnetization 241. Such out-of-plane 

magnetization leads to the observed magnetic remanence at H=0, with the actual remanence values 

depending on the sizes of both NSs and the vortex core.  

From the energy-diameter diagram one can speculate that the NSs system should have a vortex 

domain structure and should possess an onion structure under application of sufficiently high 

magnetic field. Experimentally, evidence of vortex configuration in ferromagnetic NPs can be 

widely visualized via imaging techniques such as electron holography/tomography and magnetic 

force microscopy (MFM) techniques, but they have their own size, shape and dimension 

limitations. Both techniques are usually feasible for two-dimensional objects at maximum 

thickness/width of particles 200 nm225,242–247. This chapter reports chemically synthesized a three-

dimensional sphere with a size 700 nm for which currently available imaging technique is not 

sufficient since the electron beam cannot penetrate end-to-end of the sphere, due to larger 

thickness, by which it is impossible to see any magnetic configuration with contrast/stray field. 

Even advanced technique combining electron holography with electron tomography is not feasible 

to detect the magnetic configuration and stray fields in 3-D materials of large-scale sphere248,249. 

Instead of imaging techniques, another way to verify the vortex configuration in NSs is through 

magnetometry technique which provides an unusual irreversible hysteresis loop for ferromagnetic 

NPs with negligible remanance and coercive field due switching behavior of loop41,56,58. 
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Figure 4.5: Magnetic Vortex configuration in NSs. (a) Energy-diameter phase diagram of 

NSs, (b) Experimental and simulated hysteresis of NSs, and (b(I-VI)) Field-dependent spin-

configuration in NSs. 

 

4.3.1.4 Magnetic Properties 

Figure 4.5(a-b) shows the experimental and simulated hysteresis loops for NSs. The NSs are 

observed to exhibit a perfect irreversible magnetic behavior, as evidenced by the vortex-

configuration having magnetic remanence and coercive field of approximately 10 emu/g and 21 

Oe, respectively. The small magnetic remanence (10 emu/g) is expected from the vortex core of 

the NSs that induces an out-of-plane magnetization. Micromagnetic simulations consisting of 

moderate hysteresis loops with zero remanence and a coercive field of 21 Oe support these 

experimental results. The clear observation of a vortex core in the center of NSs at H = 0 and its 
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gyrotropic movement under the application of external field, H > 0, provides evidences of a vortex 

configuration in NSs. In such magnetic vortex domain structure, the hysteresis loop is composed 

of a two-step magnetization reversal process, which involves onion to vortex transition and vice 

versa 250,251. At a large external magnetic field H values, NSs fall into a saturation state or a single 

domain state, as shown in Figure 4.5(b(III)) because all spins are parallel to the field direction. The 

complete phenomena of hysteresis loop (vortex, onion, annihilation and c-state) with respect to the 

magnetic field are represented in Figure 4.5(b(I-VI)), where the white color indicates saturation 

magnetization in positive direction and black color indicates the saturation moment in negative 

direction. Thus, taking all together i.e., from theoretical analysis, magnetometry experiment, and 

micromagnetic simulation, confirms the existence of vortex configuration in the NSs. 

Figure 4.6(a) show zero field cooling and field cooling (ZFC-FC) magnetization versus 

temperature in the absence or presence of an external magnetic field. The data clearly indicate a 

prominent Verwey transition (Tv) for the two samples i.e., LERs and SERs, which is typically 

encountered in stoichiometric Fe3O4, whereas no such transition is found in NSs. The Verwey 

transition for bulk Fe3O4 occurs at a temperature TV = 119 K, above which fast electron hopping 

between Fe2+ and Fe3+ ions occur among the octahedral sites. For our samples the Verwey 

transition was observed at TV =122 K and 125 K for LERs and SERs, respectively. As mentioned, 

no jump of magnetization at TV was observed for NSs, suggesting the absence the of this transition 

from monoclinic to cubic phase structure 212,215. In Fe3O4 MNPs, the sharp transition is related with 

the high crystallinity of NPs and electron hoping in between Fe2+ and Fe3+ 210,252. The slightly 

sharper transition in LERs as compared to SERs is attributed to the higher percentage of 

stoichiometric Fe3O4 (i.e., 55% in LERs > 50% in SERs).  This induces the comparatively effective 

‘electron hopping’ between the Fe3+ and Fe2+ cations in B-site of LERs at temperatures T > TV. In 

addition, the sharper transition in LERs is supported by equations (4.1-4.3); significant cation 

vacancy was observed in SERs as compared to LERs and this fact should have hampered the 

regular Verwey transition. However, such transition phenomenon does not appear in NSs, 

indicating that a long-range order of Fe2+ and Fe3+ on the octahedral sites has been broken for T < 

TV.  
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Figure 4.6: (a, b) ZFC-FC curves and their derivative at 300 K; (c) Temperature-dependent 

resistance variation measurements; and (d) Mott’s variable range hopping law (log R vs. T-

1/4) for LERs, SERs and NSs. 

 

4.3.1.5 Electrical Resistivity  

Figure 4.6(c) shows the temperature dependent resistance that exhibits a metal-to-insulator 

transition, i.e., the Verwey transition, which increases exponentially with decreasing temperature 

below 120 K in LERs and SERs, and is indicative of stoichiometric Fe3O4. Here the temperature-

dependent resistance curves are acquired as a function of increasing temperature, with the 

temperature stabilized for 20 minutes before a measurement is taken. This electrical transport 

measurement for all the samples were performed in a temperature range of 90-300 K. In the case 

of LERs and SERS, below 122 K and 125 K, a very sharp increase in resistance is observed, 

whereas no change in resistance is detected for NSs that almost remains constant until 100 K. Such 

increase of resistance with decreasing temperature below 120 K in LERs and SERs is a signature 

of stoichiometric Fe3O4. Also, we have tested the Mott’s variable range hopping law 253: Figure 
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4.6(d) shows the logarithmic of resistance as function of T-1/4 in which LERs and SERs exhibit 

small kink around 122 K (shaded region) which is clear evidence of the Verwey transition. 

However, no such kink is found in case of NSs. Thus, both MZFC-FC versus temperature and 

electrical measurements provide a clear evidence of surface defect and oxygen vacancy in NSs 

that suppress the Verwey transition turning them into non-stoichiometric Fe3O4. 

4.3.1.6 Mössbauer Spectroscopy 

The Mössbauer spectra allow us to distinguish between the contributions of iron ions sitting either 

at A (tetrahedral) or B (octahedral) sites as well as surface defects and oxygen vacancy 

concentration. We have performed Mössbauer spectroscopy at 300 K as shown in Figure 4.7(a-c), 

and their hyperfine fitting parameters are given in Table 4.2.  The spectra for all the samples were 

well fitted considering sextet patterns (magnetic sub-spectra). The spectrum for LERs and SERs 

(Figure 4.7 a, b) is well resolved by four sextets (three sextets for Fe3O4 and one for Fe0) and 

exhibit almost similar behavior in light of compositions of Fe cation distributions. Values of 

hyperfine parameters for all the samples are consistent with the two crystallographic sites of iron 

ions in the cubic spinel (Fd-3m) structure of Fe3O4.
202 However, the spectral area ratio on A- and 

B-site was found different from bulk magnetite (i.e., 1:2 for free-defect crystals); such ratio of 

composition indicates that the samples have not perfectly preserved their stoichiometry. We 

observed that much more Fe3+ cations are present in the A-site than the bulk reference. Therefore, 

further deep analysis of Mössbauer fitting revealed that only ~ 55% of Fe3O4 preserved its bulk 

behavior i.e., stoichiometry in LERs; 18.86 % of Fe3+ in A-site and 35.74% of Fe3+ in B-site and 

~ 50% of Fe3O4 preserved its bulk behavior i.e., stoichiometry in SERs; 16.43 % of Fe3+ in A-site 

and 33.64% of Fe3+ in B-site. The fitted sextet drawn in navy color represents A-site (represented 

by SA) containing ~ 26% and ~ 41% of Fe3+ cation somewhere in the samples LERs and SERs, 

respectively. The results can be discussed considering possible core/shell structure model 

assuming that some sample region in the core follows the bulk Fe3O4 composition (i.e., 

stoichiometric) while the rest portion are non-stoichiometric with vacancies/defects probably in 

the shell/surface region, in agreement with previous results reported elsewhere 203,47. The presence 

of stoichiometric Fe3O4 in these sample is the signature of the possible Verwey phase transition, 

which occurs near 120 K 209
. Below the Verwey temperature TV, the valence states of all iron ions 

in A- and B-sites are stable, while above TV an electron exchange between Fe2+ and Fe3+ ions in 
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octahedral B-sites appears and hence these valence states get unstable, giving rise to changes in 

many physical properties along with structural change from monoclinic to cubic, in agreement 

with the clear observation of Verwey phase transition in ZFC curve, shown in Figure 4.6(a). 

When electron hopping occurs in B-sites of LERs and SERs, the valences of Fe2+ and Fe3+ ions 

are averaged to Fe2.5+, and the charge distribution in the stoichiometric magnetite can be expected 

as,   

                                                     

(Fe3+)A[Fe2
2.5+]BO4                                                               (4.1) 

 

It is well-established that stoichiometric magnetite has areal ratio of A-site to the B-site is SB/SA = 

2; where SB and SA are area contain by Fe cations in each site. The overall ratio SB/SA is about 0.78 

and 0.59 for the samples LERs and SERs, respectively. This could be explained either by the 

appearance of cation vacancies and/or by surface effects. In the case of cation vacancies () in  B-

sites , the LERs and SERs would correspond to the non-stoichiometric magnetite with the chemical 

formula 

 

For LERs, 

                                                      (Fe3+)A[Fe0.78 
2.5+1.22]BO4                                                        (4.2) 

and, 

 

For SERs, 

                                                        (Fe3+)A[Fe0.59 
2.5+1.41]BO4                                                                                 (4.3) 

 

The cation vacancies are in increase order can be seen in equations (4.1-4.3) as result of significant 

reduced of charge ordering between Fe3+ and Fe2+ at temperatures T < TV on the B-sites. In 

addition, one sextet of metallic iron (Fe0) is also observed in both samples and represented by olive 

color in Figure 4.7(a, b) which is confirmed by analysis of the hyperfine parameters (see Table 

4.2) and agree with the results obtained from XRD data analysis (Table 4.1).  

For NSs, on the other hand, no evidence of stoichiometric Fe3O4 is found in terms of available 

composition of Fe3+ and Fe2+. It is observed that three sextets containing one sextet of Fe cation in 



Page | 101  
 

A-site and two of Fe cations in B-site (i.e., each of Fe3+ and Fe2+ cation) as shown in Figure 4.7(c). 

The presence of two sextets in the B-site, each from Fe3+ and Fe2+ cation, indicates absence of 

electron hopping (Fe2+ ⇄ Fe3+ ) at T > TV. The fitting hyperfine parameters as given in Table 4.2 

show that the distribution of Fe3+ and Fe2+ in A- and B-sites are far away from the bulk (1:2) that 

concludes the large number of Fe3+ vacancies in B-sites. This result is further confirmed by ZFC 

and resistance measurements where no signal of Verwey phase transition is observed. 

 

 Figure 4.7: (a-c) Mössbauer spectra recorded at T = 300 K for LERs, SERs, and NSs. 

 

The magnetic moment ‘M’ per formula unit of the stoichiometric Fe3O4 is ‘M’ =4
B. In the present 

work, the part of non-stoichiometry in LERs, SERs, and NSs led to the magnetic moment ‘M’ = 

3.76
B

 with  = 0.12 and hence can be represented by non-stoichiometric formula Fe2.88O4, ‘M’ = 

3.68
B

 with  = 0.14 and represented by Fe2.86O4, and ‘M’ = 3.52
B

 with  = 0.16 and represented 

by Fe2.88O4 for LERs, SERs, and NSs respectively. The increased presence of vacancies and 
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surface effects from LERs to NSs is believed to be due to an increase in concentration of phosphate 

anions during synthesis. 

 

Table 4.2: 57Fe Hyperfine parameters, isomer shift (IS, 𝐂), quadrupole splitting (QS, 𝐐), 

and hyperfine field (Bhf) and spectral area (population distributions) for the diverse iron 

oxide NPs.  

 

 

Let us recall the synthesis of the reaction products presented in this work; the LERs, SERs, and 

NSs were produced by simply increasing the concentration of phosphate anions. Increase 

concentration of phosphate anions, which consists particularly O2, would easily oxidize Fe2+ to 

Fe3+ ions to possess higher spin states resulting the numbers of Fe3+ and Fe2+ ions on octahedral 

sites are unequal below TV, leading to disappearance of charge ordering and hence no transition in 

NSs. Now, if we relook at Mössbauer and magnetic data which is consistent with synthetic process; 

higher percentage of oxidation state (Fe3+) is expected in NSs. The reduced population of Fe2+ and 

increasing population of Fe3+, raised cation vacancies, which are conversely supporting to each 

other.  No transition was observed in NSs due to the absence or lacking of significant electron 

hopping( Fe2+ ⇄ Fe3+) due to the presence of more cation vacancies/defects. Thus, the loss of 

stoichiometry in NSs was due to the presence of large number of Fe3+ cations, which is mainly due 

to increasing concentration of phosphate anions during synthesis. 

 

Sample Phase Site Mössbauer Fitted Data 

IS, C(mm/s) 

0.01 

QS, Q(mm/s) 

0.01 

Bhf (T) 

0.1 

Population 

(%) 

2 

LERs Fe3O4 

 

 

Fe 

A(Fe3+) 

B (Fe3+, Fe2+) 

A(Fe3+) 

 

0.29 

0.69 

0.32 

-0.02 

-0.07 

-0.15 

-0.002 

0 

49.48 

45.70 

49.70 

33.00 

18.86 

35.74 

26.54 

18.85 

SERs Fe3O4 

 

 

Fe 

A(Fe3+) 

B (Fe3+, Fe2+) 

A(Fe3+) 

 

0.32 

0.63 

0.32 

-0.02 

-0.04 

0.07 

-0.002 

0 

49.64 

45.33 

49.70 

32.96 

16.43 

33.64 

41.17 

8.8 

NSs Fe3O4 A(Fe3+) 

B(Fe2+) 

B(Fe3+) 

 

0.31 

0.79 

0.38 

-0.064 

-0.37 

0 

 

48.83 

46.52 

47.64 

 

55.58 

21.20 

23.22 
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4.4 Conclusion 

In this work, we have successfully synthesized large magnetite NSs by simply controlling the 

concentration of phosphate anions in solution and presented the evidences of vortex spin 

configuration through experimental, theoretical, and micromagnetic simulations. Further, we 

showed the loss of stoichiometry in NSs due to the presence of defect and cation vacancies in the 

surface layer that impeded the electron hoping between Fe2+ and Fe3+ reinforcing the NSs into non-

stoichiometry which need to be further addressed in future synthesis of such vortex NSs. 
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Chapter 5 

Stoichiometry and Orientation- and Shape-mediated 

Switching Field Enhancement of the Heating 

Properties of Fe3O4 Circular Nanodisks 
 

 

 

The generation of topological magnetic vortex-domain structures in iron oxide NPs has promising 

applications in biomedical scenarios, such as heat generators for hyperthermia treatments. In this 

chapter, we describe a new kind of magnetic-vortex NPs, circular Fe3O4  NDs, and dissect their 

heating properties by in-depth investigation of their shape/size, stoichiometry, orientations and 

switching field ‘HS’ behaviors, through experiments and theoretical simulation. We found that the 

stoichiometric NDs show better heating performance than non-stoichiometric ones because of the 

significant electron hopping between Fe3+ and Fe2+ ions. The higher heating efficiency (in terms 

of specific absorption rate, SAR) was observed only for the higher switching field regime, effect 

that was associated with the parallel and perpendicular alignment of NDs with respect to low and 

high ac magnetic field, respectively. A higher SAR of ~ 270 W/g was observed at higher switching 

field (~700 Oe) for NDs of diameter 770 nm, which increased by a factor 4 at switching field of 

~360 Oe for NDs of diameter 200 nm. The reported results suggest that the heating efficiency in 

these systems can be enhanced by controlling the switching field, which is, in turn, tuned by size, 

shape and orientation of circular magnetic vortex NDs.  
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5.1 Introduction 

The technological applications of magnetic oxide based NPs, such as magnetite (Fe3O4) and 

maghemite (γ-Fe2O3) nanosystems, have been intensively researched and screened over the last 

three decades in biomedical domains, especially for their use in magnetic resonance imaging 

(MRI), as drug delivery systems and in magnetic fluid hyperthermia treatments (MFH)42,57,97,254,255. 

Fe3O4 and γ-Fe2O3 NPs express high biocompatibility under physiological conditions and are 

efficient magnetic nanoheaters. The heating efficiency of MNPs is therefore regarded by many 

researchers in the biomedical field as a promising therapeutic tool for enhancing selectivity in 

thermal therapies 256–258. The technique involves the use of MNPs intravenously administered that 

are subsequentially subjected to an external ac magnetic field at a defined frequency; in this way, 

it can be generated local heat to those tissues in which NPs are mostly localized; in principle, this 

procedure allows to target specific tumor locations and to deliver heat only in the tumor area 

without affecting the healthy tissues 91,93.  Experimental work with SPM Fe3O4 NPs showed, 

however, that the induced heat diminishes due to low saturation magnetization (MS) and coercivity 

(HC), and hence a large quantities of NPs need to be injected to obtain therapeutic effect, which in 

turn might enhance the toxicity 95. To tackle this issue, several work have been optimized; which 

include replacing iron oxide by other with higher MS (Fe, FeCo etc.) 259,260; tuning the size of the 

NPs; enhancing the HC (or anisotropy) through exchange coupling/doping 259–262 or modifying the 

morphology (aspect ratio, shapes): cubes, octopods, octahedral, cube-octahedral of the MNPs 1,9,16 

20, to tune their anisotropy and improve their overall heating efficiency. 

Ferro/ferrimagnetic(FM/FiM) iron oxide NPs with multi-domain structure exhibit better heating 

performance as compared to SPM Fe3O4. Nonetheless, proclivity to agglomeration of FM/FiM 

NPs remains a major challenge to overcome the preparation of stable colloidal suspension 42,89,96. 

Recently, it has been shown that such limitations can be addressed by tailoring NPs geometry, 

such as NDs/NRs etc. 41–43,56,58,97,208.  The disks shaped MNPs have high MS, large surface energy 

which increase their effective anisotropy, and at bigger sizes, they develop a vortex magnetic 

domain structure (with negligible HC and MR) that ensure null magnetization in the absence of 

magnetic field, hence reducing the long-range dipole-dipole interactions and avoid the unwanted 

particle agglomeration. The nucleation (Hn) and annihilation field (Han), also called switching field 

(HS), are responsible for the nucleation and annihilation of different state in the NPs.  
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An efficient magneto-hyperthermia property has been reported in the literature in  the permalloy 

(Fe20Ni80) NDs/MDs43,47. Recently, another work describing orientation mediated heating 

performance of magnetic vortex in Fe3O4 NDs has also been investigated, which exhibited the 

highest specific absorption rate (SAR) reported so far in literature 42. Nevertheless, there is still 

lack of critical understanding of the geometrical variables connected to the observed switching 

field distribution as function of different shape, size and orientation of NDs. Understanding the 

physical principles underneath such geometry-based switching field ‘HS’ and their macroscopic 

effects on heating properties may lead to the desired generation of nanomagnetic systems in which 

the heating efficiency is achieved fully in a controlled way. In this chapter we describe a systematic 

study of MAH synthesis of Fe3O4 NDs (stoichiometric/non-stoichiometric) and analyzed the 

systems magnetic heating performances as a function of stoichiometry, geometrical factors and 

orientation/shape mediated switching fields.  We employed the MAH route for material’s assembly 

because it is fast and an energy efficient synthetic approach 136,141,267. 

5.2 Experimental Section: Synthesis of Iron oxide Nanodisks 

Two -Fe2O3 NDs were prepared by a MAH reaction of iron chloride (FeCl3) with addition of 

sodium phosphate (NaH2PO4) and sodium sulfate (Na2SO4) as additives at temperature 200 0C and 

220 0C and give non-stoichiometric disc (NSD) and stoichiometric disk (SD), respectively.  In 

brief, 0.06 mol L-1 of FeCl3 with 35 mL of distilled water were stirred for 15-20 minutes. The 

additives NaH2PO4 (4.32x10-3 mol L-1), and Na2SO4.10H2O (1.65x10-3 mol L-1) mixed with 3 mL 

of distilled water separately and finally mixed with FeCl3 solution to make mixture of final volume 

38 ml. After vigorous stirring for 10 minutes, the mixture was transferred into a reaction vessel in 

a Synth’s microwave reactor, with an output power of 1000 W. The working cycle of the 

microwave reactor was set as 20 0C/minutes rapid heating until 200 0C and 220 0C from RT and 

heat for 60 minutes at same temperature. The other procedure is same as given in section 3.2 of 

chapter 3. 

5.3 Result and Discussion 

5.3.1 Structural and Microscopy Analysis 

5.3.1.1 X-ray Diffraction and Microscopy Studies 

As shown schematically in Figure 5.1, the first step in the material synthesis involves assembly of 

the hematite (α-Fe2O3) NDs, which are later reduced to Fe3O4 in the presence of Ar and H2. 
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Controlling the conversion of α-Fe2O3 NDs to Fe3O4 is a challenging task because it depends on 

several physio-chemical factors such as concentration of Fe3+, annealing temperatures, time, gas-

flow rate, concentration of H2 gas, and amount of phosphate anions.  Uncontrolled combination of 

H2 and monobasic phosphate anions lead towards biphasic material; the high temperature and long 

duration for thermal reduction may provoke the shape coalescence 268,269.  

Figure 5.1: Schematic illustration of Fe3O4 NDs formation.  

In the literature, some thermal reduction is performed using a mixture of trioctylamine (TOA) and 

oleic acid (OA) in order to avoid coalescence of bare NPs19. However, as described in detail in the 

synthesis, we could maintain the NDs size, phase and morphology without any addition of 

surfactants during the thermal reduction process. Figure 5.2(a) shows the XRD pattern of the so-

formed Fe3O4 NDs along with their Rietveld analysis. All the diffraction peaks are readily indexed 

to a cubic spinel phase (space group: Fd-3m) with JCPDS No. 19- 0629, a = b=c= 8.375 Å). No 

other scattering signals are observed that are addressable to impurities, such as -Fe2O3, and γ-

Fe2O3, an indication for the presence of pure Fe3O4 phase in our NSD and SD samples.  

Figure 5.2(b-c) show the FESEM images of Fe3O4 NSD and SD. These materials exhibit average 

thickness (t) ~100 nm and a mean diameter (d) ~745 for NSD and ~ 770 nm for SD (Figure 5.2(f, 

g) respectively) with aspect ratio (=t/d) ~0.13. HRTEM images  reveal a lattice spacing of 0.254 

nm and 0.198 nm for NSD, which corresponds to the lattice spacing of (311) and (400), whereas 

0.253 nm and 0.197 nm for SD agrees well with (311) and (400) planes of inverse spinel Fe3O4 
202 

(see Figure 5.2(d-e). Polycrystalline structures are observed in both samples, NSD and SD, as 

analyzed through fast Fourier transform (FFT) pattern (inset of Figure 5.2(d-e)). 
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Figure 5.2: (a) XRD with Rietveld analysis, (b-c) are FESEM image after reduction, and (d- 

e) are HRTEM images of NSD and SD, respectively. Upper inset of figure (b, c) are magnified 

image with same scale. Upper and lower inset of figure (d) and (e) are IFFT and FFT images, 

and (f, g) are size distribution of NSD and SD respectively. 

 

5.3.2 Magnetic Properties and Mössbauer Spectroscopy 

The dc magnetization experiments, performed at 300 K, show saturation magnetization MS for SD 

and NSD of ~ 83 emu/g and ~ 80 emu/g, respectively as shown in Figure 5.3(a). The higher ‘MS’ 

of SD could be ascribed due its stoichiometry properties 204. A small difference in ‘MS’ in both 

samples as compared to the bulk magnetite is probably due to the presence of cation 

vacancies/defects, and stoichiometry deviation 204, which is subsequently discussed in Mössbauer 

spectroscopy section. Low value of coercive field (HC) is observed in these materials, ~232 Oe 

and ~182 Oe for the SD and NSD, respectively. Although, the morphology of SD and NSD is 

somewhat similar, the higher ‘Hc’ value for SD may point towards the existence of enhanced 
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surface anisotropy, contribution to that may arise from structural defects, broken symmetry bonds 

and surface strain effects205.  

There is always an open space for defects namely point defects, dislocations, stacking faults, sub 

grain boundaries, inclusions and voids in the NPs generated during the synthesis 270–272. Generally, 

these defects could affect magnetization in two ways: (i) they can act as centers for the nucleation 

of new domain walls and aid magnetization reversal. This occur at sites where the domain wall 

energy is locally changed by physical or chemical defects which would decrease 

magnetocrystalline anisotropy by creating a nucleation site and hence result in decrease of Hc, (ii) 

the existence of domain walls on the surface and their movement could easily be blocked by the 

adsorbed phosphate layers, resulting in domain walls-pinning, which contributes to effective 

anisotropy, which increase Hc in SD. It is worth to mention that, it is difficult to determine the 

type of defects and the way which affect the magnetization, but their influence on Hc is easily 

understood by analyzing the effective anisotropy (i.e., magnetocrystalline anisotropy, and surface 

anisotropy)273. In the present study, the surface anisotropy might have the contribution of defects; 

however, it is still hard to discern the exact mechanism. The observed surface anisotropy 

contribution is estimated as 3.02  106 erg/cc (for NSD) and as 3.35 106 erg/cc (for SD). These 

value are calculated using the law of approach to saturation 206, which is one order of magnitude 

larger than for bulk Fe3O4 (1.1105 erg/cc) 91. The zero field cooling-field cooling (ZFC-FC) 

curves exhibit a prominent Verwey transition (‘TV’) for the SD at ~ 125 K, which is a typical 

characteristic of stoichiometric Fe3O4, whereas no such transition is observed for the NSD which 

is clearly seen in the Figure 5.3(b). The ‘TV’ for bulk Fe3O4, is TV ≈ 119 K209. The term ‘TV’ 

depends on the stoichiometry of Fe3O4 and is very sensitive to the composition of NPs as well as 

on the growth mechanism 212,232.   

The room-temperature Mössbauer spectroscopy analysis for both NDs are well fitted considering 

sextet patterns (magnetic sub-spectra). From Figure 5.3(c), the spectrum for SD is well resolved 

by four sextets. The hyperfine parameters for both samples (Table 5.1) are consistent with the two 

crystallographic sites of iron cations in the cubic spinel (Fd-3m) structure of Fe3O4 
202. However, 

the spectral area ratio on Fe cations residing on A- and B-sites diverge from those present in the 

bulk magnetite (i.e., 1:2 for free-defect crystals) and is 1:1.38. Such divergent A/B ratio of Fe 

population is evident for the samples that are not perfectly stoichiometric. These results can be 
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interpreted by considering the existence of a core@shell structure as model system, assuming that 

the core region follows the bulk Fe3O4 composition, i. e. stoichiometric, while the shell region is 

non-stoichiometric, due to vacancies/defects. In the Figure 5.3(c), two sextets, blue and pink line, 

were fitted using bulk parameters. These signatures belong to the Fe residing in the core region. 

From the fitting analysis we obtained Fe cations with 12 % and 24 % residing in A- and B- sites, 

respectively, thus 36% population of Fe is stoichiometric Fe3O4. In this region of SD, charge 

ordering between Fe3+ and Fe2+ must occur, such as electron hopping (Fe2+ ⇄ Fe3+ ) at the 

octahedral sites, factor that has major contribution in tuning the transition temperature as observed 

in ZFC magnetization data. Similarly, the other two sextets considered for the shell region, drawn 

in Figure 5.3(c) with navy-line and green-line, represent the Fe residing in A-site and B-site, and 

their ratio is consistent with non-stoichiometric NPs. The population ratio in A-site and B-site is, 

in fact, 1:1.13 and such value indicates the presence of cation vacancy/defects. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3: (a) represent the hysteresis loop recorded at 300 K, (b) ZFC-FC measurement, 

and (c, d) represent Mössbauer spectra of SD and NSD respectively at T = 300 K. 
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In case of cation vacancies  in B-site, the value A/B would correspond to the non-stoichiometric 

magnetite with chemical formula: 

                                                      (Fe3+)A[Fe1.13 
2.5+0.87]BO4                                                         (5.1) 

On the other hand, it is important to consider the surface effects. It has been reported that the 

magnetic moments of some iron cations in the NPs could be pinned when they belong to the surface 

layer, due to the presence of high magnetic anisotropy 203. Consequently, not all B-site iron ions 

undergo electron hopping in response to the surface effects. In this case, we may try to evaluate 

some of the iron ions participating in the electron Fe2+ ⇄ Fe3+ exchange in the stoichiometric 

magnetite at T>TV. From the Mössbauer line intensities and hyperfine parameters, we derive the 

charge distribution, as follows: 

(Fe3+)S1[ [Fe0.80 
2+ ⇄ Fe0.80 

3+ ]S2 [Fe0.41 
3+ ]S2O4 

                                                      (Fe3+)A[Fe1.60 
2.5+Fe0.41 

3+ ]BO4                                                     (5.2) 

From the above analysis of core@shell structure, we found that the core region is a stoichiometric 

and has a major contribution for Verwey transition ‘TV’ in SD.  

The quantitative size of core@shell structure of SD is analyzed using Mössbauer spectroscopy 

based on the distribution of Fe3+ and Fe2+ cations in A- and B-site and it is found to be ~ 277 @ 

493 nm. Additionally, the observed magnetic moment ‘M’ per formula unit for the stoichiometric 

core region of Fe3O4 is ~ 4.0
B

  with density,   ~ 5.1 g/cm3, whereas the shell component (non-

stoichiometric) has ‘M’ ~ 3.68B with  = 0.074 ( ~ 4.66 g/cm3) and hence represented as 

Fe2.93O4. The calculated value of MS based upon the Mössbauer analysis is ~87 emu/g, which is 

very close to 83 emu/g, as obtained from dc magnetic measurements. 

For NSD, it is clearly observed that the presence of three sextets: one for Fe3+ cations at A-site and 

two for Fe2+, Fe3+ cations at B-site as shown in Fig. 5.3(d). Here, the presence of two sextets at the 

B-site, each from Fe3+ and Fe2+ cations, indicates clearly the absence of electron hopping (Fe2+ ⇄

 Fe3+ ) above TV. Based upon a comparative analysis of magnetization data of bulk and the NSD 

sample, the observed magnetic moment ‘M’ per formula unit for the non-stoichiometric disc is ~ 

3.48
B

 throughout the region and density ‘’ ~ 4.43 g/cm3 (as given in Table 5.2). It is anticipated 

that the NDs system should have a vortex domain structure and should possess an onion structure 

under application of sufficiently high magnetic field 42,47. Such property has been further studied 
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by micro-magnetic simulation through Mumax3.9 software. The clear observation of core (vortex 

core) in the center of SD at H = 0 and its gyrotropic movement under the application of external 

field, H > 0, provides evidences of a vortex configuration in SD. 

Table 5.1: 57Fe Mössbauer fitted Parameters i.e. isomer shift (IS, 𝐂), quadrupole splitting 

(QS, 𝐐), hyperfine field (Bhf) and obtained spectral area (population) for our different 

samples are tabulated as follows: 

 

 

In such magnetic vortex domain structure, the hysteresis loop is composed of a two-step 

magnetization reversal process, which involves onion to vortex transition and vice versa 250,251. At 

large external magnetic field (H), SD falls into a saturation state or a single domain state, as shown 

in Figure 5.4(a(ii)) because all spins are parallel to the field direction. The complete phenomena 

of hysteresis loop (vortex, onion, annihilation and c-state) in the SD nanomaterial is represented 

in Figure 5a(i-v), where the green color indicates saturation magnetization in positive direction 

and navy color indicates the saturation moment in negative direction. 

Table 5.2: Quantitative analysis of physical, structural and magnetic composition of SD and 

NSD based upon the core@ shell model. 

 

Sample 

code 

Percentage 

(%) 

(2 %) 

Size (nm) 

(15 nm) 

Magnetization, MS 

(emu/g) 

Magnetic 

moment (B) 

Density,  

(g/cm3) 

SD Core - 36 

Shell - 64 

Core - 277 

Shell - 493 

Core - 92 

Shell - 83 

Core – 4.00 

Shell – 3.68 

Core – 5.11 

Shell – 4.66 

NSD No 

core@shell 

745 80 3.48 4.43 

Sample 

Code 

Phase Site Mössbauer Fitted Data 

IS, C (mm/s) 

(0.01) 

QS, Q 

(mm/s) 

(0.01) 

Bhf 

(T) 

(0.1) 

Population (%) 

(2) 

NSD Fe3O4 A(Fe3+) 

B(Fe2+) 

B(Fe3+) 

 

0.30 

0.76 

0.39 

-0.064 

-0.37 

0 

 

48.53 

46.1 

47.14 

 

49.63 

25 

25.37 

 

SD Fe3O4 

 

 

 

 

A (Fe3+) 

B(Fe2++Fe3+) 

A (Fe3+) 

B(Fe2++Fe3+) 

0.28 

0.67 

0.32 

0.64 

 

-0.016 

0.06 

-0.002 

0 

 

48.64 

45.30 

49.70 

48.6 

 

12 

24 

30 

34 
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Figure 5.4: (a) Simulated hysteresis loop showing magnetic states during switching of SD, (c) 

Schematic illustration of vortex and onion state of SD in dispersion in absence and presence 

of external magnetic field ‘H’ respectively. Arrows indicate the spin direction. 

 

The negligible coercive field and remanence are expected to emerge in SD through simulation. 

Such difference between experimental results and simulated envelope could be interpreted as an 

effect of the polydispersity of the sample, which was not taken into account in the magnetic 

hysteresis simulation. Several experimental studies of the magnetic vortex state in ferrimagnetic 

NDs/nanodots have been performed using magnetic force microscopy37,274, Lorentz microscopy 

127,274, and magneto-optical techniques36,40,275 in agreement with numerical micromagnetic 

simulation; micromagnetic simulation is a robust numerical techniques to probe the existence of 

vortex configuration on experimental data. Therefore, in order to confirm the magnetic vortex 

configuration for nanodisc samples, a micromagnetic phase diagram is constructed based upon the 

lower energy state and the relative stability of magnetic phases as a function of diameter ‘d’ and 

thickness ‘t’ (Figure 5.4(b)), based on a Landau-Lifshitz-Gilbert (LLG) equations approach. It is 
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clearly observed that the nanodisc samples are found in the vortex region and far from any limit 

of other possible ground state. We found the point at which the three ground states have the same 

energy, so called "triple point" (‘t’ ~ 80 nm and ‘d’ ~ 66 nm). This triple point clearly separates 

the three ground state region, i.e., in-plane single domain, out-of-plane single domain, and vortex 

region (multi-domain). From simulation, we found that critical diameter (Dc) ~ 66 nm; below 

which single domain region and above which multi-domain region occurs (single domain < Dc < 

vortex/multi-domain), which is very closed to theoretical critical size (Dc) ~ 64 nm for Fe3O4
276. 

A detail analytical description to find the phase boundary between the in-plane, out-of-plane, and 

vortex magnetic phases is discussed in ref. 277,278. In this way, we have constructed and analyzed 

the ground states in magnetic NDs providing explicit transition lines between vortex and in/out of 

plane single domain states, which is in a good agreement with ref.278–281  and therefore provides 

explicitly the magnetic vortex configuration in the nanodisc samples. 

5.3.3 Heating Efficiency: Experimental and Simulation 

The contribution of stoichiometric NDs on the heating profile versus the non-stoichiometric one 

has been analyzed by using calorimetric experiments. The samples were first coated with 

biocompatible citric acid as a stabilizer 282 (see FITR spectra given in Figure 5.5).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: FTIR spectrum of Fe3O4 NSD and SD with citric-acid coating. The peak 1360 

cm−1, and 1383 cm−1 indicating the citrate molecules have been adsorbed on the surface of 

NSD and SD. 
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The SAR values were evaluated based on the temperature vs time curves. To analyze the heating 

efficiency, the samples were exposed to an ac magnetic field (H = 200 Oe, 300 Oe and 450 Oe, f 

= 107 kHz) under biologically safe conditions; the maximum product of our condition is H×f = 

3.8109 Am-1s-1  which is a under Dutz conditions (5.1109Am-1s-1) 92. It was observed that the heat 

generated after 5-6 minutes of application of magnetic field ‘H’ and frequency ‘f’ produced a small 

increase in temperature, T, for the investigated samples (see heating profile in Figure 5.6), which 

is expected for large ferrimagnetic NPs. Generally, the heating performance displayed by large 

NPs depends on the hysteresis loss, due to its size-dependency along with applied field and 

frequency.   

Figure 5.6: Heating profile of SD and NSD at f = 107 kHz. 

Figure 5.7(a) shows the experimental and simulated SAR values for SD and NSD. The obtained 

SAR value are rather low, ~5 W/g for NSD, 6.5 W/g for SD and ~7 W/g for SD (obtained through 

simulation). The SAR value of SD is slightly higher than NSD, However, it is worth to remark 

that, quantitatively, the difference observed between experimental SAR values of SD and NSD 

were rather small, falling within the experimental errors. However, the heating profile as shown in 

ESI supports our assumption of the different contribution in the SAR development brought by 

stoichiometric over non-stoichiometric Fe.  
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Figure 5.7: (a) represents experimental and simulated SAR value NSD and SD (Error bars 

indicate the standard error of the means of different SAR measurements), b) Orientation of 

NDs with the application of magnetic field at different angle (θ), and (c) represents the 

hysteresis loops of SD in different directions at ‘H’ = 800 Oe. 

 

The discrepancy between experimental and simulated SAR values is probably due to the scattered 

alignment of NDs, in accordance with the previous published data 42,283. The obtained SAR values 

for SD and NSD systems are much smaller than those reported by Yang et al.42 and Ma et al.284. 

Nevertheless, it should be noted that even though the SAR values reported by Yang et al.42 are 

among the highest reported so far in the literature, these materials remain difficult to be 

implemented in the real clinical trials, because the product of the field strength and frequency 

(H×f) range from 7.8 × 109 to 2.3 × 1010 A m- 1 s-1 and exceed the upper safe limit of 5 × 109 A m-

1 s-1. Indeed, their SAR values would be lower under the application of magnetic fields that falls 

within the clinical relevant conditions”. 
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The field (H = 400 Oe, 600 Oe) below switching field ‘HS’, no appreciable hysteresis loss was 

observed, which clearly indicates that the field amplitude is not sufficient to promote the nucleation 

of the vortex state to onion, hence results in low SAR value. Due to the limitation of experimental 

setup, the maximum field and frequency (H = 450 Oe; f = 107 kHz), further, we have simulated 

the SAR values for SD obtained above the ‘HS’. The field dependence simulated hysteresis curves 

at 400-800 Oe is shown in Figure 5.9. A significant hysteresis loss was observed at ‘H’= 800 Oe 

due to the switching phenomenon which take place around 600 Oe, thereafter vortex is nucleated 

to onion state. Theoretically, the area A of a particular hysteresis loop can be calculated in the 

variables (M/MS, H). Hence the corresponding SAR value is then calculated by following equation 

96,285 

                                      SAR =
10−7MSfA


  W/g                                                          (5.3) 

Where  is the nanoparticle density i.e., for magnetite,  =5.1 g/cm3. The inset in Figure 5.9(a) 

represents the simulated SAR value at different field ‘H’ and frequency ‘f’=100 kHz where 

increase in SAR with ‘H’ was observed at ‘H’= 600 Oe. At low field, the observed SAR has a 

rather small value (< 50 W/g). When ‘H’ is more than 600 Oe, the SAR rises sharply and reached 

~ 184 W/g (‘f’=107 kHz; ‘H’=800 Oe). In fact, the simulated value of SAR for ‘H’ in the range 

from 600-800 Oe, there is rapid increase in its value due to inset of switching field. 

To receive an idea about SAR changes as a function applied field in these SD and NSD, we have 

performed ac magnetometry hyperthermia experiments which allows the direct observation on 

how the hysteresis loop area changes with increasing ac field and therefore their SAR evolution 

associating with the magnetic response (hysteresis loop area) of the NDs. For this experiment, 

well-stabilization of NDs in solution is necessary, and therefore we first prepared gelatin solution 

where 5.55 g of gelatin was dissolved in 50 mL of Milli-Q water and stirred at 80 oC until forming 

the uniform solution in light yellow color. Then, we dispersed the NDs in gelatin solution and 

prepared the final concentration of 6 mg/mL within volume of 0.5 mL and performed the ac 

hysteresis measurements. Once the hysteresis loop area is obtained, the SAR values can be 

calculated by using integral of the dynamic magnetization, 

 

SAR = 
f

c
∮ M dH

+H

−H
  W/g                                                            (5.4) 
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where f is the frequency and c is the concentration of NDs, M is magnetic moment and H is ac 

field. 

Figure 5.8 (a, b) show the ac hysteresis loops measured for SD and NSD samples in field range of 

200-600 Oe at 107 kHz. Both SD and NSD exhibit similar hysteresis loop that resembles Rayleigh 

loops with small area; it is cleared that the hysteresis loops below 300 Oe is negligible with 

magnetic saturation  6 emu/g and hence the observed corresponding SAR is low as shown in 

Figure 5.8(c). For both SD and NSD, the observed SAR at 200 Oe and 300 Oe are  2 W/g and  

6 W/g, which quantitatively agreed with calorimetric and simulated hyperthermia results as 

reported in Figure 5.7.  Once the ac field is increased above 300 Oe, the hysteresis loop becomes 

wider and subsequently the corresponding SAR increase rapidly. At 450 Oe, the magnetic 

saturation and coercive field in the hysteresis loop are    13 emu/g and 100 Oe, respectively, 

which increases to  20 emu/g and   200 Oe at 600 Oe. The obtained corresponding SAR is   22 

W/g at  450 Oe and   82 W/g at 600 Oe for both SD and NSD. The ac hysteresis SAR value 

obtained at 450 Oe ( 22 W/g) is three times of that obtained from calorimetric method ( 5-7 W/g) 

at the same field. This discrepancy is probably due to the uniform stabilization and dispersion of 

NDs; we found that NDs were well dispersed in gelatin solution during the ac hysteresis 

measurement, as compared to citric acid coated SD and NSD measured in calorimetric method. 

Nevertheless, further in-depth study is necessary for complete understanding of this discrepancy. 

The results obtained from ac hysteresis measurement can be explained based on the ratio of 

anisotropic field (HA) to the applied ac field (H) 286,287. From the obtained hysteresis loop, it seems 

that HA of SD and NSD is higher than 450 Oe since below this no appreciably loss is obtained.  

We assumed that at low field (200 Oe and 300 Oe), H < 0.5, HA in which heat generation is mainly 

caused by the viscous losses in the system exhibiting only a minor loop. Such minor loops changes 

to intermediate and finally to major loops with increase in ac field.  On the other hand, when the 

field H > 0.5, HA (450 Oe and 600 Oe), the maximum heat power is transferred to the NDs, and 

the hysteresis loop area become more and hence the SAR values rapidly increase. However, the 

obtained hysteresis even higher field (600 Oe) is not enough to get its saturation which indicates 

that ac applied field is still smaller than HA and higher fields would be required to saturate the ac 

loops. This ac hysteresis measurement allowed us to observed the low-field heating response 

hysteresis loop of the NDs which is not possible from calorimetric method. 
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Figure 5.8: (a, b) AC hysteresis measurement at room temperature and (c) corresponding 

SAR values for NSD and SD. 

 

Recently, it is reported that orientations dependent hysteresis loop of NDs with respect to ac 

magnetic field has significant impact in the enhancement of SAR value 41–43. The inclination of 

each SD in the application of field ‘H’ is shown schematically in Figure 5.7(b), where symbol ‘θ’ 

represents the angle between the magnetic field ‘H’ and the normal direction of the SD. The 

hysteresis loops of SD along these incline directions are obtained through simulation, as shown in 

Figure 5.7(c), which disclose the possible anisotropic magnetization reversal behaviors of circular 

SD 44. For θ = 0°- 45o, no hysteresis loss was observed. In the vicinity of the NDs center, the angle 

between adjacent spins becomes increasingly large when the spin directions remain confined in-

plane. Consequently, at the core of the vortex structure, the magnetization within a small spot will 

turn out-of-plane and parallel to the plane normal. Although, the concept of such magnetic vortex 
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with a turned-up magnetization core has been introduced, still direct experimental evidence for 

this phenomenon is lacking. 

Figure 5.9: (a) Field dependent hysteresis loop at different field H=400-800 Oe, (b) direction 

dependent hysteresis of sND at H=800 Oe, (c) thickness(t) dependent hysteresis loss at 

diameter d=770 nm, (d) diameter dependent hysteresis loss at thickness, t=100 nm. 

 

In the present work, the SD clearly shows vortex core whose spin configuration will be out of 

plane under the application of field in perpendicular direction (=0o), and hence contribute non-

zero magnetization. This is in a good agreement with the study reported on the vortex state in 

magnetic nanodots/disks exhibiting a core region in which the magnetization has a non-zero 

component in the z-axis, i.e., perpendicular direction 37,239,288. From the Figure 5.7 (c), no 

significant hysteresis loss is observed in out-of-plane magnetization (=0o). The heating properties 

of NDs depend on the area of hysteresis loss. Therefore, we believe that the present SD shows no 

significant heating efficiency in the perpendicular direction even at higher magnetic field.  
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Figure 5.9: (e, f) direction dependent hysteresis loss of SD and sND respectively at H = 3000 

Oe. 

The multi-switching in hysteresis loop are observed when θ lies between 60°- 90°. Figure 5.10(a) 

shows a simulated direction-dependent SAR values of SD and it is clearly seen that the SAR 

changes efficiently with orientation. When θ = 60°, the SAR rises quickly and reaches a maximum 

value of ~ 270 W/g. The rapid increase in SAR at θ = 60° could ascribed to the occurrence of 

multi-switching hysteresis behavior at ‘HS’~700 Oe, clearly observed in inset of Figure 5.10(a). 

When θ > 60o, the SAR value is started to decrease until θ = 90° which indicates the stability of 

vortex state for longer time at θ = 60°, whereas the vortex state just undergoes a brief stay and is 

then swiftly annihilated at θ = 75° and 90° 44. Thus, higher SAR has been observed in the parallel 

alignment of SD at ‘θ’= 60o to 90°.  The orientation of SDs for θ = 60o to 90° at ‘H’= 800 Oe could 

consider as a vortex region owing to their lowest total energy as shown in Figure 5.11(a).  It is 

generally believed that nanostructures with vortex domain structure should enhance the hysteresis  

loss due to existence of different switching field HS  but it does not mean that only the existence 

of vortex state is sufficient to enhance the hysteresis loss and hence the SAR value 41,42,47. For this, 

the first requirement is applied field ‘H’ should able to nucleate the vortex state to onion state and 

this is possible only when H  > HS, where ‘HS’ depends on size and shape 
39,99. In order to further 

strengthen this point, we consider and simulate the small hypothetical NDs (as denoted here by 

sND) of diameter ‘d’= 200 nm and thickness ‘t’= 25 nm with aspect ratio ‘’ = t/d = 0.13 (same 

as for our SD) and exhibits the magnetic vortex configuration, shown in phase diagram Figure 

5.4(b). We have performed direction dependent hysteresis loss at similar simulation condition as 

for SD.  
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Figure 5.10: (a-b) direction dependent SAR value of SD and sND at f = 107 kHz and 

respective inset show an angle dependent switching field ‘HS’ respectively, and (c-d) 

thickness ‘t’ and diameter ‘d’ dependent SAR value of SD at f = 107 kHz and respective inset 

show thickness ‘t’ and diameter ‘d’ dependent switching field ‘HS’ respectively. 

 

The observed hysteresis losses are given in Figure 5.9(b) consisting of switching field ‘HS’ ~ 360 

Oe (< for SD) and their respective SAR value is shown in Figure 5.10(a). In comparison, the 

simulated result for sND and SD, the SAR value of sND is ~ 4 times higher than that of SD i.e., 

1028 W/g, which agrees well with the fact that the size is almost four times smaller than SD. 

Furthermore, we have explored this correlation at higher field (‘H’=3000 Oe) by analyzing similar 

angle dependent hysteresis loss as shown in Figure 5.9(e, f) and its corresponding SAR values is 

in Figure 5.10(b). At θ = 0° and 5°, no hysteresis loss was observed and the multi-switching in 

hysteresis loss take place at θ =10°-90°. When θ = 15°, the SAR rises quickly and reached to a 

maximum value ~ 340 W/g and ~ 1452 W/g for SD and sND, respectively. The direction dependent 

higher SAR is obtained at θ = 15°, which contradicted with direction dependent higher SAR at 
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‘H’=800 Oe. This contradiction of angle dependent SAR at different field is probably due to the 

connection between the switching field (size), orientation and applied field during the formation 

of vortex in the SD and sND. In addition, there is always possibility of anisotropic magnetization 

reversal behaviors of NDs as mentioned above. However, the switching field ‘HS’ is still well 

consistent with SAR value of SD and sND i.e., higher SAR at higher switching field ‘HS’.  In both 

cases (‘H’=800 Oe and ‘H’= 3000 Oe), the angle dependent SAR is in complete agreement with 

‘HS’ and hence higher SAR are observed in higher ‘HS’ regardless of orientation and applied field. 

Furthermore, to study the effect of geometrical parameters on switching field ‘HS’, we have 

analyzed a thickness i.e., ‘t’ (25-300 nm) and a diameter i.e. ‘d’ (100-770 nm) dependent hysteresis 

loss in reference of SD. The observed ‘HS’ and SAR are shown in Figure 5.10(c-d). The obtained 

SAR values increases with diameter ‘d’ and reached to a maximum value ~ 348 W/g at ‘d’ = 600 

nm (i.e., at higher ‘HS’ as shown in inset Figure 5.10(d), but started to decrease to ~180 W/g at 

‘d’=770 nm at constant thickness ‘t’ = 100 nm. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.11: (a, b) Total energy (Etot) of the SD and sND in application of field H=800 Oe and 

(c, d) total energy (Etot) of the SD with respect to thickness ‘t’ and diameter ‘d’ at H=800 Oe. 
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Furthermore, to study the effect of geometrical parameters on switching field ‘HS’, we have 

analyzed a thickness i.e., ‘t’ (25-300 nm) and a diameter i.e. ‘d’ (100-770 nm) dependent hysteresis 

loss in reference of SD. The observed ‘HS’ and SAR are shown in Figure 5.10(c-d). The obtained 

SAR values increases with diameter ‘d’ and reached to a maximum value ~ 348 W/g at ‘d’ = 600 

nm (i.e., at higher ‘HS’ as shown in inset Figure 5.10(d), but started to decrease to ~180 W/g at 

‘d’=770 nm at constant thickness ‘t’ = 100 nm.   

The total energy (Etot) decreases with increasing diameter ‘d’ and reaches a minimum at ‘d’ = 770 

nm in our observation limit as clearly seen in Figure 5.11(d). Owing to lower energy at ‘d’ = 770 

nm, one can expect higher SAR at ‘d’ = 770 nm instead of at ‘d’ = 600 nm. But this result is 

ascribed due to the stable vortex configuration at ‘d’ = 600 nm as compared to ‘d’ = 770 nm which 

can efficiently enhance the hysteresis loss.  This result indicates that although the vortex 

configuration is observed in SD, perfect geometry for its stability is major factor to enhance the 

heating efficiency significantly which was observed at ‘d’ = 600 nm rather at ‘d’ = 770 nm in the 

present work. Thus, we anticipate the region of vortex configuration of SD is in the range of 

‘d’=600-770 nm at ‘t’=100 nm which is most energetically preferred region as shown in Figure 

5.11(d) and lies within the vortex region given in the magnetic phase diagram Figure 5.4(b). Here 

whatever the vortex configuration, our concern is with diameter ‘d’ dependent switching field and 

its effect on the SAR. Thus the observed result of higher SAR at higher ‘HS’ further confirm the 

relation between switching field and SAR as shown in Figure 5.10(d). Similarly, the hysteresis 

loops for SD with thickness ranging from ‘t’= 25-300 nm at constant diameter 770 nm, the 

observed highest SAR is ~ 322 W/g at t = 75 nm, as shown in Figure 4.9(c), and 188 W/g at t = 

100 nm (‘H’=800 Oe and ‘f’=107 kHz). Here, the highest SAR is observed at second highest 

switching field ‘H’=500 Oe which is quite different than our expectation. This is probably due to 

the absence of perfectness of geometry for vortex configuration as mentioned above. Thus, the 

anticipated region ‘t’=65-100 nm is vortex configuration region at ‘d’= 770 nm suggesting SD 

with ‘t’=75 nm and ‘d’= 770 nm has most stable vortex configuration due to which higher heating 

efficiency is observed at higher switching field ‘HS’. The corresponding total energy (Etot) 

decreases with increasing thickness ‘t’ and the corresponding vortex region as shown in Figure 

5.11(c) and is well agreed with magnetic phase diagram Figure 5.4(b). It can be worth to mention 

that SD seems to be flat with increasing diameter (decreasing thickness) at constant ‘t’ (‘d’) which 

means to grows towards thinner from thicker with small aspect ratio ( = t/d). For a thinner particle 
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(‘t’<< ‘d’), the bending state tends to rotate as a whole with decrease in the applied magnetic field. 

Therefore, the lowest energy state i.e., the vortex configuration, is not accessible during evolution 

of the magnetization pattern in external magnetic field. At ‘t’= 25 nm, the vortex could not nucleate 

during magnetization reversal, probably due to the small thickness (‘t’<< ‘d’) of the SD where the 

magnetization reversal resembles the process of quasi uniform rotation. When the thickness of SD 

is above 100 nm, the SAR abruptly falls to zero due to absence of hysteresis loss.  Thus, the 

behavior of the particle resembles a single-domain one, although the actual particle size exceeds 

the effective single-domain regime. The shape of SD was grown towards tubular structure with 

the increase of thickness and one could expect the higher hysteresis loss owing to contribution of 

shape anisotropy. However, the size of these tubular structure is larger for which ‘H’ = 800 Oe is 

insufficient to generate the hysteresis and hence no efficient hysteresis loss is observed.  

5.4 Conclusion 

In summary, we have presented a circular magnetic vortex NDs of Fe3O4 and investigated their 

heating properties by both experimental as well as theoretical simulations. It is observed that the 

heating performance is better for stoichiometry Fe3O4 NDs as compared non-stoichiometry one 

due to charge ordering between Fe2+ and Fe3+ which is further tuned by controlling the switching 

field mediated shape, size and orientation of NDs in the direction of applied field in a controlled 

way. Larger the switching field, higher the observed SAR value. These finding could be an 

important insurgency in magnetic vortex NPs that the existence of vortex configuration is not only 

a factor to enhance heating capability but switching field mediated by shape, size and orientation 

are also important factors to be considered. Finally, this study sheds on light to effective design of 

vortex configuration Fe3O4 NDs and studied their heating performance by systematic adjusting 

their size, shape, orientation mediated switching field and stoichiometry.  
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Chapter 6 

Engineering Shape Anisotropy of Fe3O4-γ-Fe2O3 

Hollow Magnetic Hyperthermia   
 

 

The use of MAH synthesis (in water) of -Fe2O3 nanomaterials followed by their transformation 

onto iron oxide Fe3O4-γ-Fe2O3 hollow nanosystems encoding well-defined sizes and shapes (NRs 

and NTs) is henceforth described in this chapter. The impact of experimental variables such as 

concentration of reactants, volume of solvent employed, and reaction times/temperatures during 

the shape-controlled synthesis revealed that the key factor that gated generation of the 

morphologically diverse NPs was associated to the initial concentration of phosphate anions 

employed in the reactants mixture. The hollow NPs that expressed the most promising magnetic 

responses, NTs and NRs, were further tested in terms of efficiencies in controlling the 

hyperthermia phenomena, in view of their possible use for biomedical applications, possibility 

supported by their excellent viability as screened by in-vitro cytotoxicity tests. These systems NTs 

and NRs expressed very good magneto-hyperthermia properties, results that were further validated 

by micromagnetic simulations. The observed specific absorption rate (SAR) and intrinsic loss 

power (ILP) of the NRs and NTs peaked the values of 340 W/g and 2.45 nH m2 kg-1 (NRs) and 

465 W/g and 3.3 nH m2 kg-1 (NTs) respectively, at maximum clinical field 450 Oe and under 

frequency of 107 kHz, and are the highest values among those reported so far in the hollow iron-

oxide family. The higher SAR in NTs accounts the importance of magnetic shape anisotropy, 

which is well predicted by modified dynamic hysteresis (-MDH) theoretical model.  
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6.1 Introduction 

The application of MNPs based on various metal-oxides have been studied extensively in the last 

three decades within the research contexts of medical therapy and diagnostics 44,180,289–292. 

Ferro/ferrimagnetic magnetite NPs (Fe3O4) exhibit low toxicity levels in vitro compared to other 

mixed-metal-oxide systems (e.g. Co/Fe, Mn/Fe, Ni/Fe) 43,293–295, but they all suffer from limited 

chemical stability in physiological solutions (pH values 6.6 – 7.5 and 9g/L NaCl), being 

accompanied with the proclivity to aggregate; those factors limit severely the range of safe-

concentrations in which these magnetic nanosystems can be used in clinical application/treatments. 

Such limitations can be circumvented, on one hand, by functionalization of the particle surface, 

using for example organic/inorganic and biocompatible canopies, in order to protect the magnetic 

core from fast degradation (e.g. polyethylene glycol (PEG), polyvinylpyrrolidone (PVP), chitosan, 

SiO2) 
296–299. On the other hand, the surface modification of the magnetic nanoparticle with 

organic/inorganic material often results in the decrement of the system magnetic properties 

expressed in terms of a reduced value in the saturation magnetization (Ms), i.e., the nonmagnetic 

part strongly reduces the overall magnetic property of the composite.  The partial loss of the 

magnetic moment is expected to diminish the heating efficiency in magnetic fluid hyperthermia 

(MFH) application, limiting their potential use in hyperthermia treatments. To address such 

aggregation on ferromagnetic nanosystem, the synthesis of hollow nanosystems with magnetic 

flux-closure-configuration is a unique idea which avoids or at least reduces the dipole-dipole 

interaction 41,300.   Although, magnetism and crystal structures of magnetite (Fe3O4) and maghemite 

(-Fe2O3) are quite similar, the latter form is fully oxidized with all iron in a Fe3+ state and thus it 

is more stable against oxidation than Fe3O4 and more biocompatible. Also, the presence of Fe2+ 

contents of magnetite has deleterious effects in vitro due to the generation of Reactive Oxide 

Species (ROS) related to Fenton reaction during the cell cycle 301; thus, it is significant for 

advancements in the theranostic fields to explore the potentiality of combining shape and phase 

controlled synthesis of Fe3O4 NPs interfaced with γ-Fe2O3. Such organization not only should 

translate into a better heating efficiency of the system, but also provide a fully stable and 

biocompatible in suspension during the MFH process. In the MFH phenomenon, the heating 

efficiency of the magnetic nanosystem can be enhanced upon altering the effective system 

anisotropy (Keff), property that is related to the coercive field (HC) 302. The effective anisotropy 

can be interpreted in terms of directional dependence of the magnetic moment (µ), with anisotropic 
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contributions that reflects the material’s magneto-crystallinity, shape, nanoparticle’s surface 

disorder and/or surface corrugation 202. Structural organization encoding well defined anisotropy 

components, such as nanosystems that adopt a hollow NPs (HNPs), are seen by many as 

particularly attractive for achieving better control of the MFH effect 42,264,298. Therefore, upon 

altering the phase composition and the form factor (shape), one can, in principle, fully manipulate 

the effective anisotropy barrier in the system, which is one direct way to increase the overall 

heating efficiency during hyperthermia treatments. In the present chapter, we report results from 

our studies on the size, i.e. from microscale to the nanoscale, and shape-controlled synthesis of 

hollow -Fe2O3 NRs and NTs using the MAH route since it is faster, simpler, and energy-efficient, 

due to the very high rates of microwave heating. We tested several experimental variables such as 

the reactant concentration, solvent (type and volume) and reaction conditions (time and 

temperature). After assessed the best synthetic conditions leading to hollow systems, we assembled 

-Fe2O3 NRs and NTs that were further transformed into Fe3O4-γ-Fe2O3 materials by reduction-

oxidation processes that retained the NPs initial hollow morphology. The presented Fe3O4-γ-Fe2O3 

NTs and NRs systems were characterized by X-ray diffraction, scanning electron microscopy, 

Fourier transform infrared spectroscopy (FT-IR), Mössbauer spectroscopy, and SQUID 

magnetometry. The heating efficiency of these systems have been thoroughly analyzed, both 

experimentally and theoretically, by micromagnetic simulations and modified dynamic hysteresis 

model (-MDH), which is a model applicable in the case of multidomain ferrimagnetic NPs. We 

found that the most promising system for theranostic applications was the long NTs (LNTs) 

system, which exhibited the highest SAR and ILP values of 465 W/g and 3.3 nH m2 kg-1, 

respectively, under clinical conditions, ≤ 5.1×109Am-1s-1. Cytotoxicity tests run against three 

different cell lines, showed promising biocompatibility of LNTs (up to 100 μg/mL for 4T1 cells, 

murine mammary adenocarcinoma cell line and CT26, murine colorectal carcinoma cell line), even 

though a much lower viability value (2 μg/mL) was found against the J774A.1, murine 

monocyte/macrophage cell line. Taken together all the system properties, we believe that for 

further advancement in the biomedical-nanotechnology field and, in particular, in the case of iron 

oxide systems tailored for hyperthermia treatments, is key to develop synthetic protocols where 

the phase composition and anisotropic shape factor becomes the research key. 

6.2 Experimental Section  

6.2.1 Synthesis of Fe3O4-γ-Fe2O3 Nanorings and Nanotubes 
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The -Fe2O3 NRs and NTs were prepared by a microwave-assisted hydrothermal reaction of iron 

chloride (FeCl3) with the addition of sodium phosphate (NaH2PO4) and sodium sulphate (Na2SO4 

× 10 H2O) as additives to control the shape and morphology. The additives, NaH2PO4, and Na2SO4 

× 10 H2O, were mixed with 3 mL of distilled water separately and mixed with solution of FeCl3 

(73 mL) to obtain a mixture of final volume 76 ml which was then stirred for 15-20 minutes; the 

reactants concentrations used for the nanomaterials assembly were FeCl3 (0.06 mol L-1), NaH2PO4 

(1.810-4 mol L-1, 3.6 10-4 mol L-1, and 7.2 10-4 mol L-1), and Na2SO4 ×10H2O (1.6510-3 mol 

L-1). After vigorous stirring for 10 minutes, the mixtures were transferred into a reaction vessel in 

a Synth’s microwave reactor with an output power of 1000 W. The working cycle of the 

microwave reactor was set to (i) first step: 20 0C/minutes rapid heating until two different 

temperatures were reached 220 0C and 240 0C starting from RT, and second step (ii): kept for 

different time (30 and 60 minutes) at those temperatures. The systems were then allowed to cool 

down to room temperature and the final materials were obtained by centrifugation and were 

washed with an excess of distilled water and absolute ethanol. Finally, the solids were dried in a 

vacuum oven at 50 °C. These as-obtained, dried -Fe2O3 NRs and NTs were subsequently reduced 

by annealing in a furnace at 420°C for 5 hours under a continuous hydrogen/argon gas flow [H2/ 

(H2 + Ar)) = 4/100]. Then the system was cooled down to room temperature under a continuous 

gas flow to obtain the Fe3O4 phase.  Finally, the Fe3O4 phase was transformed into Fe3O4-γ-Fe2O3 

by oxidation under oxygen flow at 240 °C for 1 hour, keeping the desired Fe3O4-γ-Fe2O3 phase 

composition while preserving their initial NRs and NTs morphology.  

6.2.2 Cells Culture Procedures 

The murine mammary adenocarcinoma cell line (4T1); murine colorectal carcinoma 

(CT26); and murine monocyte/macrophage (J774A.1) used in this work were purchased 

from American Type Culture Collection (USA) and cultured in RPMI supplemented with 

10% (v:v) faecal bovine serum (FBS), 100 units penicillin/ml and 100 mg streptomycin/ml 

(Gibco®, Carlsbad, CA). 

Cells were maintained in an incubator under a humidified atmosphere with 5% CO2 at 37 

°C. The in vitro tests were performed using 96-well microplates, with initial cell density of 

104 cells per well. We tested the cytotoxic potential of the two nanoparticle samples, NR 

and LNT, against three different cell lines: (i) J774A.1; (ii) CT26, and (iii) 4T1. Briefly, 
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cells were seeded in cell density of 104 cells/well in 96-well culture microplates and after 

24 hours to cell attachment, culture media was replaced by new media containing the NPs 

(NR and LNT) in different concentrations (0-100 µg/mL). Cells were exposed to NPs for 

24 hours, and after that media was removed, the cells were washed with PBS and the cell 

viability was then assessed by the MTT assay. 

Table 6.1: Synthetic conditions employed for the assembly of the reported 

nanostructured materials (precursor’s concentration, temperature employed, and 

solvent’s volume), including the final shape and size distribution of the so-obtained 

nanomagnetic components. In all cases, the values for FeCl3 and Na2SO4.10H2O were 

0.06 mol/L and 1.65x10-3 mol/L, respectively. 

 

# 
NaH2PO4 

[mol L
-1

] 

Solvent 

(ml) 

time 

(minutes) 

T 

(
0
C) 

Shape Size (nm) 

1. 2.710-4 

38 

 

60 

 

200 
 

Capsule Shape microparticles 

(CSMPs) 

l =2515; b = 1360 
303 

2. 5.410-4 Ellipsoidal microrods (EMRs) 
l =2230; b 

=1250303 

3. 4.3210-3 NDs d =730; t = 100 303 

4. 2.710-4 

220 

Capsule Shape microparticles 

(CSMPs) 
l =2723; b = 1482 

5. 5.410-4 Ellipsoidal microrods (EMRs) l =1218; b = 670 

6. 4.3210-3 NDs d =741, t =100 

7. 2.710-4 

240 

Capsule Shape microparticles 

(CSMPs) 
Similar to ESI S2 

8. 5.410-4 Ellipsoidal micro-rods (EMRs) Similar to ESI S2 

9. 4.3210-3 NDs Similar to ESI S2 

10. 1.810-4 

76 

 

30 

 

220 

 

NRs 

l = 275; dout = 

201;  

din = 125 

11. 3.610-4 Short NTs (SNTs) 
l = 411; dout = 

251;  

din = 120 

12. 7.210-4 Long NTs (LNTs) 

l = 515; dout = 

229; 
 din = 124 

13. 2.710-4 Sample ‘S’ 

l = 300; dout = 

207;  
din = ~125 
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6.2.3 Cell Viability Test  

Cell viability was evaluated by the colorimetric assay method of 3- (4,5-dimethylthiazol-

2-yl)-2,5-diphenyl-tetrazolium bromide (MTT, ThermoFisher) 304. After the treatments, the 

culture medium was replaced by a culture medium with 10% (w:v) MTT. Next, cells were 

kept in standard culture conditions for 2.5 hours to allow the MTT reaction with the 

mitochondrial enzymes. Next, the MTT solution was replaced by 100 μl of 

dimethylsulfoxide (DMSO 99.5%, Sigma Aldrich) to dissolve cell membranes and extract 

the formazan crystals produced by the MTT reaction. The optical density formed by 

solution was measured with a spectrophotometer (=595 nm) and used as an index of cell 

viability. 

6.3 Results and Discussion 

6.3.1 Formation Mechanism of -Fe2O3 and Fe3O4--Fe2O3 Nanorings and 

Nanotubes 

Here, we investigate comprehensively the role of phosphate anion in the formation of HNPs 

and show how the size, shape and morphology of HNPs can be obtained by fine tuning the 

concentration of reactant, volume of solvent employed, time, and reaction temperatures. 

The experimental variables needed to obtain such shape/morphology defined systems are 

collected in Table 6.1. Figure 6.1(a-c) shows the so-obtained morphology-based NPs, from 

micro-scale to nanoscale, resulting from the analysis of the synthetic variables given in 

Table 6.1. The morphological evolution of the α-Fe2O3 particles, from capsule-shape 

microparticles (CSMPs), ellipsoidal micro-rods (EMRs) to mixture of circular/spherical 

NDs (NDs/NSs), depended directly on the increasing concentration of phosphate anion 

present in the reactants mixture; the respective concentration of phosphate anion used for 

obtaining CSMPs, EMRs, and NDs/NSs were 2.70 × 10-4 mol L-1, 5.40 × 10-4 mol L-1, and 

4.32 × 10-3 mol L-1, respectively. When the concentration of phosphate anion was decreased 

by one-third (i.e., from 2.7 × 10-4 mol L-1 for CSPMs to 1.8 × 10-4 mol L-1 for NRs) and the 

volume of solvent was increased two fold (~76 mL from the initial ~38 mL at T=220oC), a 

set of NRs with length reduced by almost one order of magnitude as observed in the FESEM 

images (Figure 6.1d).  
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Figure 6.1: SEM images of α-Fe2O3 products prepared with different concentrations of 

phosphate anions. (a-d) represents α-Fe2O3 samples including CSMPs, EMRs, NDs and NRs, 

respectively: (a) [NaH2PO4] = 2.70×10-4 mol L-1, (b) [NaH2PO4] = 5.40×10-4 mol L-1, (c) 

[NaH2PO4] = 4.32×10-3 mol L-1, (d) NaH2PO4 :1.8×10-4 mol L-1 (t = 30 minutes and volume of 

solvent V = 76 mL), (e) comparative distribution of CSMPs (a) and NRs (d), and (f) schematic 

illustration showing the effect of solvent volume and phosphate anion impacting the 

morphological parameters (length). For each case (a-d), [FeCl3] = 0.06 M, [Na2SO4.10H2O] 

= 1.65×10-3 mol L-1. The temperature employed in the synthesis (T) = 220oC, time (t) = 60 

minutes, and volume of solvent of 38 mL for (a-c) while time and volume solvent are different 

for (d) as per defined. 

 

The size distributions (Figures 6.1e and 6.1f) showed that the length distribution of CSMPs and 

NRs are easily distinguishable with average length 2723  473 nm and 275  51 nm, respectively. 

The XRD patterns of α-Fe2O3  CSMPs, EMRs, NDs/NSs, and NRs are given in Figure 6.2 which 

were refined using the Rietveld method to obtain their structural parameters. These results were 

consistent with the α-Fe2O3 phase which consists of two different components, that is, grain and 

crystallite, in a two- crystallite size distribution, and are given in Table 6.2, with the α-Fe2O3 phase 

with bigger crystallite size being ∼75-95% and the smaller crystallites ranging from ∼5 to 25%. 

It is further noticed that the amount of minority phase is similar (i.e. ∼26-29%) for CMPs, EMRs, 

and NDs/NSs, whereas for NRs, it is only 5%. 
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Figure 6.2: XRD pattern of -Fe2O3  CSMPs, EMRs, ND/NSs, and NRs. 

Interestingly, the NRs structures grown into SNTs and LNTs upon further increase of the 

concentration of phosphate anions. The FESEM pictures and size distribution analysis of 

NRs, SNTs and LNTs are shown in Figure 6.3(a-c). Scheme 1 illustrate the synthetic steps 

(nucleation, aggregation, dissolutions and reductions) involved in the formation of α-Fe2O3 

NRs and NTs (SNTs, and LNTs) and their reduction into Fe3O4 NRs (l = 275  51 nm; dout 

=201  55 nm), SNTs (l = 411  92 nm; dout = 251  45 nm), and LNTs (l = 515  98 nm; 

dout = 229  42 nm). The role of phosphate and sulphate anions in the formation of NRs to 

NTs is relatively different. It is reported that the sulphate anions are considered as growth 

controller and dissolute agent and has practically no role on shape modification at any 

concentration 189, thus for whole synthesis conditions, the concentration of sulphate anions 

were fixed. The α-Fe2O3 hollow NRs were obtained using low concentration of phosphate  

anions; further increase in the concentration of phosphate anions lead to the growth of SNTs 

and then long LNTs. 
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Table 6.2: Structural analysis of -Fe2O3  CSMPs, EMRs, ND/NSs, and NRs through 

XRD. 

The schematic growth of NRs towards SNTs and LNTs with increased phosphate anion is 

shown in Figure 6.3. The suggested growth mechanism of HNPs (Figure 6.3) was based on 

local superheating of the aqueous solution that produces numerous “hot spots”, boosting 

the nucleation process. 188,190 Simply, superheating is the meta-stable state, induced by 

external or internal effects, in which a liquid is heated to a temperature higher than 

its boiling point (> 100oC), but without boiling. It can be achieved by heating 

a homogeneous particles in a clean container and free of nucleation sites on microwave. 

Further, ‘hot spot’ formation is due to the localized excessive heat flux on the surface of 

nanoparticle during microwave irradiation. The localized overheating and resultant growth 

of non-protective -Fe2O3 scale were considered the primary factors in the initiation of ‘hot 

spots’. During irradiation, these ‘hot spot’ starts to etch due to localize ionic current 

generated by high conductivity and polarization of phosphate anion 305–308. The formation 

of such ‘hot spots’ on the surface of NPs drives the assembly process of hollow NPs in a 

very short span of time. This effect would induce the formation of larger seeds throughout 

the solution, with rates that depend on the mutual reactant concentrations. The rapid 

formation of these “hot spots” on the surface of α-Fe2O3 disk/spindle-shaped NPs via 

irradiation is therefore a unique advantage brought by the microwave synthesis route, which 

cannot be achieved from any conventional heating methods. 

Sample 
Lattice parameter (nm) 

0.005 

α-Fe2O3 (%) 

(1) 

α-Fe2O3 (Size) 

(1) 

 Crystallite Grain Crystallite (%) 
Grain 

(%) 

Crystallite 

Size (nm) 

Grain 

(nm) 

CSMPs 
a= 0.504 

c=1.377 

a= 0.504 

c=1.379 
74.1 25.9 190 33 

EMRs 
a= 0.504 

c=1.378 

a= 0.504 

c=1.379 
70.7 29.3 164 32 

ND/NSs 
a= 0.502 

c=1.385 

a= 0.504 

c=1.390 
72 28 220 43 

NRs 
a= 0.504 

c=1.378 

a= 0.505 

c=1.381 
95 5 85 33 

https://en.wikipedia.org/wiki/Liquid
https://en.wikipedia.org/wiki/Temperature
https://en.wikipedia.org/wiki/Boiling_point
https://en.wikipedia.org/wiki/Homogeneity_(physics)
https://en.wikipedia.org/wiki/Nucleation


Page | 137  
 

Figure 6.3: Scheme 1 illustrates the growth process of the diverse iron oxide NPs 

adopting NTs and NRs morphologies. Scheme 2 is the LaMer’s configuration of NPs 

growth vs. time. Panels (a-c) give the SEM images of NRs (Panel a-i), SNTs (Panel b-

i), LNTs (Panel c-i), and their respective size distribution analysis. NRs (NaH2PO4 

:1.8×10-4 mol L-1), SNTs (NaH2PO4 :3.6×10-4 mol L-1) and LNTs (NaH2PO4 :7.2×10-4 

mol L-1), FeCl3 :0.06 mol L-1, and Na2SO4.10H2O: 1.65×10-3 mol L-1, synthesis 

temperature (T) = 220oC, time (t) = 30 minutes, and volume of solvent V = 76 mL. 

Localized ionic current is generated on these “hot surfaces” of α-Fe2O3 disc/spindle-shaped 

NPs, due to high conductivity and polarization of phosphate anions during the continuous 

irradiation process. This localized current in the α-Fe2O3 disc/spindle-shaped NPs drives 

the preferential dissolution along the crystallographic c-axis (i.e. [001] direction), and 

favours the formation of hollow structure in α-Fe2O3 NRs/NTs 57,191. Finally, the obtained 

hollow NPs underwent Ostwald ripening, which leads to the final growth of NRs, SNTs, 

and LNTs upon increasing concentration of phosphate anion 192,193.  In the whole synthetic 

process, sulfate anions thus acted in two steps, i) during the dissolution process and ii) 

during the Ostwald ripening process, while the phosphate anions acted as shape controller 

only. The sulfate anions in fact are responsible for the fast dissolution process in the initial 

seeds growth and then they control the further growth of the system by modulating the 

Ostwald ripening 189,191. Overall, the results reveal clearly that the phosphate anions act as 

a shape controller to induce anisotropic growth and play a crucial role in the formation of 

HNPs. During the anisotropic growth, the phosphate anions are attributed to the selective 

adsorption on surfaces parallel to the c-axis, while sulphate anions favors only the 
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dissolution effect due to their coordination with Fe3+ cations. The suggested NPs formation 

and their sequential growth mechanism through steps (i-iv) can be visualized with the 

model pathway proposed by ‘Extended LaMer’s Mechanism (ELM)’ 309 ,shown in Scheme 

2, which analyse the growth of NPs with time. Here, Cs is the super-saturation 

concentration, where monomers are produced and accumulates in solution, but without any 

formation of NPs; Cmin and Cmax are minimum and maximum level of supersaturation (also 

called as critical level of supersaturation) between which the nucleation is energetically 

favorable.  

 

  

Figure 6.4: (a-c) Time varying growth of -Fe2O3 LNTs at 10, 20, and 30 minutes, 

respectively. NaH2PO4 :7.2×10-4 mol L-1, FeCl3 :0.06 mol L-1, and Na2SO4.10H2O: 1.65×10-3 

mol L-1, synthesis temperature, (T) = 220oC, and volume of solvent, V = 76 mL. 

 

To understand the time dependent growth mechanism of our hollow nanosystem, we have 

synthesized LNTs at different time, shown in Figure 6.4, which is analogous to the proposed 

mechanism Figure 6.3. We believe that NRs and SNTs follow a similar mechanism w.r.t. to time. 

The Fe3O4 NPs were finally obtained by direct thermal reduction of these -Fe2O3 NRs, SNTs and 

LNTs (see Experimental) by preserving their novel morphology. We found that the phosphate 

anions concentration during the reduction process was the key factor that gated conversion of α-

Fe2O3 into Fe3O4.  The crystallographic orientation [001] of -Fe2O3  NRs/NTs transform into 

[111] orientation in Fe3O4 NRs/NTs during thermal reduction process, and this effect is a well-

established topotactic transformation 97. In addition to the topotactic transformation, Becker et al. 

310 proposed another scenario potentially responsible for transforming the crystallographic 

orientation of -Fe2O3 NTs -[001] into Fe3O4 NTs-[112] and Fe3O4 -[113], which is the one driven  

by formation of twining dislocation 311. Once Fe3O4 NRs and NTs are obtained, they are partially 

oxidized in a furnace in the presence of oxygen. Although the reduction process of α-Fe2O3 to 
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Fe3O4 has been well investigated in literature 197, the proposed reduction-oxidation pathway, driven 

by phosphate anions as key factor, represent a novelty. The reduction process depends on the 

annealing temperature, time, mass of sample used for reduction and concentration of precursor 

used during synthesis. In the present work, we found that phase composition after reduction-

oxidation process were varying with the concentration of phosphate anions. Thus, based upon the 

phase composition obtained from XRD Rietveld analysis, Mössbauer spectroscopy, and 

literature303, we proposed the mechanism with following reduction-oxidation process at constant 

time, temperature and hydrogen gas flow: 

 

   3xα − Fe2 O3  + H2                      2y Fe3 O4  +   H2 O(gas)       reduction process               (6.1) 

    Fe3 O4  + O2                           zγ − Fe2 O3   +   4H2 O (gas)    oxidation process               (6.3) 

 

Where x, y, and z are concentration of adsorbed phosphate anion with α-Fe2O3, concentration of 

remaining α-Fe2O3 on Fe3O4 after reduction, and concentration of remaining Fe3O4 on -Fe2O3 after 

oxidation. Lower the concentration of phosphate anion, higher the percentage of Fe3O4 is obtained 

after reduction. This is probably due to fact that the higher concentration phosphate ion creates a 

barrier that restricts the direct contact between H2 gas and α-Fe2O3 at the surface of NPs, leading 

to the slowdown of the reaction by which some percentage of α-Fe2O3 couldn’t be transformed 

into Fe3O4 within the given frame of time.  

6.3.2 Structural and Microscopy Analysis 

6.3.2.1  X-ray Diffraction, Electron Microscopy, and Fourier Transform Infrared 

Spectroscopy 

After thermal reduction and oxidation process, we found that the NRs, SNTs, and LNTs 

consisted of a mixture of Fe3O4 phase along with -Fe2O3 and -Fe2O3. Figure 6.5(a) 

presents the XRD patterns and their Rietveld refinements for NRs, SNTs, and LNTs. The 

lattice parameters and phase analysis are given in Table 6.3. The % of -Fe2O3 was found 

to be increased with the concentration of phosphate anion i.e., 3  1 % (NRs), 6  1 % 

(SNTs) and 8  1 % (LNTs) along with majority phase of Fe3O4 with minority of -Fe2O3 

(~ 22  1 % of -Fe2O3 is present in all samples, i.e. NRs, SNTs and LNTs. The intense 
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peaks at 2θ = 24° and 33° (marked with ∗ in Figure 6.5(a)) matched those tabulated for the 

standard spectra of α-Fe2O3 (JCPDS No. 72-00469), and the broad ones at 2θ = 27.3° 

corresponded to the diffraction peak (116) of -Fe2O3.  

 
 

Figure 6.5: (a) Rietveld refining analysis of XRD data and (b) FTIR spectra of -Fe2O3/Fe3O4 

--Fe2O3 NRs, SNTs and LNTs, (c) HRTEM image of Fe3O4 --Fe2O3  NRs showing the lattice 

spacing from indexation. Lower inset of (c) is Fast Fourier Transform (FFT) image. 

 

The experimental FTIR spectra of -Fe2O3/Fe3O4 /-Fe2O3 NRs, SNTs, and LNTs (Figure 

6.5(b)) obtained in the range of 400-4000 cm−1 showed the characteristic vibrational bands 

from iron oxide (-Fe2O3/ Fe3O4 /-Fe2O3) NPs between 600 cm-1 and 400 cm-1. The 

absorption band at 550 cm−1 is assigned to the vibrations of the Fe-O functional group. This 

band is associated to the stretching and torsional vibration modes of Fe3O4 /-Fe2O3, 
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whereas the absorption band at 410 cm-1 is assigned to the α- Fe2O3 system 199.  The 

characteristic peak of phosphate/sulphate anions is also detected at 975 cm -1, value that 

agrees with the fingerprint known for these functional groups that usually appears in the 

wavenumber range 950-1200 cm-1 200. The HRTEM image reveals a lattice spacing of 0.251 

nm and 0.210 nm at the surface Fe3O4 --Fe2O3 NRs agrees well with (311) and (400) planes 

of inverse cubic spinel structure 312 as shown in Figure 6.5(c). 

Table 6.3: Comparative study of phase analysis from XRD and Mössbauer analysis for -

Fe2O3/Fe3O4 --Fe2O3 NRs, SNTs, LNTs, and sample ‘S’. 

Sample Lattice 

parameter 

(nm) 

0.005 

Phase Analysis 

XRD(1) Mössbauer(2) 

Fe3O4(%) -Fe2O3 

(%) 

-Fe2O3  

 (%) 

Fe3O4(%) -Fe2O3 

(%) 

-Fe2O3  

 

NRs Fe3O4 

a=b=c=0.836 

-Fe2O3 

a=b=c=0.835 

-Fe2O3  

a= 0.503 

c=1.376 

76.5 21.0 2.6 78.07 21.93 - 

SNTs Fe3O4 

a=b=c=0.836 

-Fe2O3 

a=b=c=0.835 

-Fe2O3  

a= 0.504 

c=1.376 

71.8 22.7 5.4 71.94 21.46 6.6 

LNTs Fe3O4 

a=b=c=0.836 

-Fe2O3 

a=b=c=0.835 

 − Fe2O3  
a= 0.504 

c=1.376 

71.7 21.9 7 70.34 22.32 7.34 

S -Fe2O3 

a=b=c=0.835 

-Fe2O3  

a= 0.504 

c=1.376 

 84.8 15.2  85.96 14.02 
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6.3.3 Mössbauer Spectroscopy  

To better identify the phase composition of the as-prepared iron oxide NPs, room 

temperature Mössbauer spectroscopy was performed on -Fe2O3/Fe3O4 /-Fe2O3 NRs, 

SNTs, and LNTs samples. The obtained spectra (Figure 6.6a-c) could be fitted with five 

magnetic sites except in the case of NRs, which required only four sextets (see the hyperfine 

parameters in Table 6.4. The magnetic sextet having hyperfine field Bhf= 51.40 and 51.70 

T observed in SNTs and LNTs corresponds to the -Fe2O3 phase (violet solid line in Figure 

6.6(b-c), with an estimated population of  7 ( 2) % (SNTs) and 8 (2) % (LNTs), consistent 

with the XRD analysis. However, this signal was not detected in NRs (Figure 6.6a), 

suggesting that the amount of -Fe2O3 in NRs is below the detection limit of our 

experimental set-up (i.e., less than ~2 wt%).  The spectrum analysis, indicated by navy and 

purple lines, show the A- (tetrahedral) and B-site (octahedral) sites of Fe3+ cations in -

Fe2O3. After several fitting attempts with the use of standard parameters 313 of -Fe2O3, we 

found that ~ 22 % of -Fe2O3 is present in all preparations, NRs, SNTs and LNTs in 

agreement with XRD data, and the population ratio of A:B equals to 1:1.67 which well 

agreed with bulk -Fe2O3. The result translate into the estimated chemical composition 

(Fe3+)A[Fe1.67 
3+ 0.33]BO4 

313.  

A similar percentage (~ 22%) of -Fe2O3 in all sample was expected after oxidation of Fe3O4 

of 1 hour at 240oC. The fitting analysis, indicated by blue and olive lines in Figure 6.6(a-

c), represent the tetrahedral (A-) and octahedral (B-) site of Fe3O4, respectively. The total 

population of Fe3O4 phase contained in A- and B- sites of NRs, SNTs and LNTs were found 

to be ~78 ( 2) %, ~72 ( 2) %, and ~70 (2) %, respectively. The observed population of 

Fe3+ cations residing on A-sites is about 3-4 times larger than those occupying the B-site 

(Table 6.4) and, as such, indicates the presence of a large number of cation vacancies 

(expressed by the symbol ) and defective region on B-site.  
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Figure 6.6: (a-d) Mössbauer spectra of -Fe2O3/Fe3O4 --Fe2O3 NRs, SNTs, LNTs, and 

‘S’ sample respectively at 300 K. 

The result is a clear signature for formation of non-stoichiometric Fe3O4, which can be 

represented by the chemical formula Fe3-O4, where the factor  varies continuously from 

zero in the case of stoichiometric Fe3O4 up to one third, for stoichiometric -Fe2O3 
313. The 

higher fraction of Fe3+ in A-site arises from oxidation of Fe2+ cations, a process that is 

enhanced upon increasing the concentration of phosphate anion, from NRs to LNTs, used 

during the shape- controlled synthesis. Furthermore, the oxidation process favours the 

creation of cation vacancies in the B-site and thus drives the Fe3O4 NPs towards the 

adoption of non-stoichiometric composition. The observed relative composition of Fe3O4 

and -Fe2O3 from Mössbauer spectroscopy analysis allow to calculate the approximate 

value of magnetic saturation, which is ~ 92 emu/g for NRs, ~ 88 emu/g for SNTs, and ~ 87 

emu/g for LNTs. Based upon the phase composition analysis, the speculated diameter of 

Fe3O4 --Fe2O3 NRs, SNTs, and LNTs are estimated as 156 nm-45 nm, 196 nm-55 nm, and 
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179 nm-50 nm, respectively. The calculated magnetization values in the so-prepared NPs 

have been then assessed by bulk dc magnetization experiments. 

 

Table 6.4. 57Fe Hyperfine parameters, isomer shift (IS, 𝐂), quadrupole splitting (QS, 𝐐), 

hyperfine field (Bhf) and spectral area (population distributions) for Fe2O3/Fe3O4 --Fe2O3 

NRs, SNTs, LNTs, and sample ‘S’. 

 

 

 

 

 

Sample 

Code 

Phase Site Mössbauer Fitted Data 

IS, C (mm/s) 

0.01 

QS, Q (mm/s) 

0.01 

Bhf (T) 

0.1 

Population (%) 

2 

NRs Fe3O4 

 

-

Fe2O3  
 

A 

B 

A 
B 

 

0.31 

0.64 

0.23 
0.41 

-0.015 

0.010 

0.010 
0 

 

49.57 

46.60 

50.10 
50.60 

 

62.63 

15.44 

7.61 
14.32 

 

SNTs Fe3O4 

 

-

Fe2O3  

 

-

Fe2O3  

A 

B 

A 
B 

 

0.28 

0.61 

0.26 
0.42 

 

 

0.35 

-0.010 

0.000 

0.010 
0.010 

 

 

-0.100 
 

49.50 

46.50 

50.10 
50.50 

 

 

51.40 

53.51 

18.43 

8.14 
13.32 

 

 

6.60 

LNTs Fe3O4 
 

-

Fe2O3  

 

-

Fe2O3  

A 
B 

A 

B 

 

0.31 
0.62 

0.24 

0.40 

 
 

0.36 

-0.032 
0.080 

0.010 

0.010 

 
 

-0.100 

 

49.21 
46.45 

50.20 

50.60 

 
 

51.70 

56.78 
14.34 

8.22 

14.10 

 
 

7.34 

S -

Fe2O3  

 

-

Fe2O3  

A 

B 

0.23 

0.35 

 

 
0.38 

0.05 

0.02 

 

 
-0.18 

50.1 

50.4 

 

 
51.7 

52.32 

33.64 

 

 
14.04 
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6.3.4 Bulk Magnetic Properties  

The dc magnetic data of all samples reflected their ferromagnetic behaviour, with saturation 

magnetization (MS) of ~ 88 emu/g for NRs, ~ 84 emu/g for SNTs, and ~ 84 emu/g for 

LNTs. The magnetization trends shown in Figure 6.7(a) evidenced that the values from 

magnetic saturation were slightly lower (about 3-5%) than those predicted by Mössbauer 

analysis. The observed discrepancy of MS is due to the presence of non-stoichiometric 

Fe3O4 phase, which should be slightly larger than those estimated from  Mössbauer analysis.  

We note that the MS decreases from NRs to LNTs, due to an increased % of oxidized Fe3O4 

(i.e., increase in % of Fe3-O4) owing to higher concentration of phosphate anion. Therefore, 

the obtained MS values were greater than those found in literature of Fe3O4 NRs 41,56, 

ellipsoidal magnetic particles (EMPs) 44, and NTs 292. 

Figure 6.7: (a) represents the hysteresis loop at 300 K, (b) The coercive field (Hc) 

dependences on the length of -Fe2O3/Fe3O4 /-Fe2O3 NRs, SNTs, and LNTs at 300 K, (c) 

Simulated magnetic ground state of NRs/NTs (upper view), and (d) simulated hysteresis loop 

of -Fe2O3/Fe3O4 /-Fe2O3 NRs and LNTs and their magnetic moment evolution with an 

applied field.  

 

Figure 6.7(b) shows the coercive field Hc that increases with the increasing thickness (or 

length) of NRs (or NTs), factor that is ascribed to the shape anisotropy contribution of NTs. 
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The shape anisotropy contribution of these NPs can be calculated by using the following 

Equation 6.4 312, 

      Keff  =  Ku  +  Ks                                                                                                               (6.4) 

where Keff  represents the effective anisotropy constant and Ku  and Ks are the 

magnetocrystalline and shape anisotropy, respectively. Equation 6.5 gives the anisotropy 

constant estimation,   

KS= (- 
3

4
NC)MS

2                                                                             (6.5) 

with 

NC = 
4

(2−1)
[



√2−1
ln( +  √2 − 1 ) − 1]                                    (6.6) 

where ρ =  c/a, being 𝑎 and 𝑐 the lengths of the shorter and longer axes of the NPs, 

respectively. From these expressions we calculated 𝐾𝑆 = 2.3103 erg/cm3
, 3.9103 erg/cm3, 

and 6.0103 erg/cm3 for NRs, SNTs, and LNTs, respectively, consistent with  the 

micromagnetic simulations (see below) . The simulated Hc values give ~190 Oe in NRs 

and ~ 295 Oe in NTs. Moreover, Figure 6.7(c) depicts the spin configuration, upper view, 

at ground state (i.e. H=0) simulated by adjusting the standard parameter of Fe3O4 and  -

Fe2O3.The opposite spin direction (only to identify the core and shell region since has no 

physical significance here) on the surface indicates the presence of  -Fe2O3 in the surface 

region. The magnetization reversal process involved in NRs and LNTs is shown in Figure 

6.7(d), with the coded red and blue colour that indicate MS in the positive and negative 

direction, respectively. The drop of HC from LNTs to NRs and the presence of vortex states 

(Figure 6.7(d-iii)) in NRs and found in a good agreement with results on similar systems 

reported by Yang Y. and co-authors in Fe3O4 nano disks 42 and Liu et al. 41 whereas it is 

completely absent in LNTs, probably due to its tubular morphology 97. Owing to their 

higher effective (shape) anisotropy, the LNTs are expected to express larger specific 

adsorption rate values (SAR) once compared to the NRs system. However, the presence of 

a vortex configuration in NRs should translate into a better heating efficiency, as 

highlighted in one literature work 41. Therefore, MFH experiments were performed in these 

nanosystems (NRs, SNTs and LNTs), and the results are presented and discussed in the 

following section.  



Page | 147  
 

6.3.5 Heating Efficiency  

Since hollow NPs with well-defined shapes such as the NRs, SNTs and LNTs studied here 

are appealing for biomedical applications due to their flux-closure vortex (e.g. in NRs) and 

curling (LNTs) configurations that minimize aggregation by dipole-dipole interactions, we 

studied their heating efficiency for potential MFH applications. Moreover, we added further 

functional flexibility for MFH applications by coating these NPs with citric acid as a 

stabilizing agent (Figure 6.8), as described elsewhere 282. We observed that all the coated 

samples were stable in water for 5 minutes, but then start precipitating/sedimentation. The 

SAR measurement were carried out on the water-based colloids with standard concentration of 

1 mg/mL. The applied magnetic field parameters were fixed frequency f = 107 kHz and 

amplitudes up to H = 35.9 kA/m (450 Gauss), i.e., with a product H × f ≤  3.8 ×

109 Am−1s−1 in such a way to operate below the limit H × f ≤  5.1 × 109 Am−1s−1 

proposed by Dutz 92. The SAR values of NRs, SNTs and LNTs, extracted from the T vs. t 

curves (see Figure 6.9) were measured at increasing field amplitudes H and given in Figure 

6.10. The data showed the expected increase of SAR with increasing H but no obvious 

functional dependence of H. 

 
 

Figure 6.8: FTIR spectrum of -Fe2O3/Fe3O4 --Fe2O3 NRs, SNTs, and LNTs coated by citric 

acid. The peak inside the box indicate the citrate molecules on the surface of respective NPs. 
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Figure 6.9: (a-c) Heating profile of -Fe2O3/Fe3O4--Fe2O3 NRs, SNTs, and LNTs at the 

concentration of 1 mg/ml in water. 

The highest SAR and ILP values obtained in our samples corresponded to the LNTs, with 

SAR= 465 W/g and ILP=3.3 nH m2 kg-1, these values are among the largest reported for 

the iron-oxide phases in any nanostructured form under similar f and H conditions. On the 

other hand, the lowest SAR and ILP values were those from the NRs system (SAR= 340 

W/g and ILP=2.45 nH m2 kg-1). Although the magnetic saturation MS of NRs was larger 

than that of LNTs, the heating efficiency appears to be clearly dominated by the shape 

anisotropy factor. We therefore unveiled, in more details, the role of shape anisotropy on 

the heating efficiency of hollow NTs in comparison to NRs. For the purpose, we have 

synthesized a specific sample consisting of size distribution (l = 300 nm; dout = 207 nm; 

din=125 nm) labelled sample ‘S’, having a HC ≈ 155 Oe value very close to the HC ≈

150 Oe of the NRs. 

We have performed several characterizations as well for this ‘S’ sample. The Mössbauer 

spectra is shown in Figure 6.6(d). The XRD, FESEM image, size distribution, magnetic 

properties and heating profile are given in Figure 6.11. The lattice parameter and 

Mössbauer data are given in Table 6.3 and Table 6.4, respectively. After careful analysis, 

it is confirmed that sample ‘S’ contains -Fe2O3/-Fe2O3. The SAR values for ‘S’ sample 
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reached 409 W/g at maximum field amplitude of 35.9 kA/m (450 Oe), which is higher than 

NRs (SAR=340 W/g). Although sample ‘S’ has lower MS and similar HC, the SAR value 

of sample ‘S’ is higher than that expressed by NRs, a clear indication that the better 

anisotropic properties of ‘S’ (KS = 2.4103 erg/cm3) are translated into better heating 

profile. The observed results suggest that the contribution of the shape anisotropy is a key 

factor to enhance the heating efficiency of hollow NPs. 

 
Figure 6.10: a) SAR values for -Fe2O3/Fe3O4 --Fe2O3 NRs, SNTs, and LNTs; b) SAR 

values for NRs and sample ‘S’; c) SAR values for increasing values of shape 

anisotropies KS, (d) Comparison of experimental value of SAR with theoretical 

prediction based on -MDH model, and (e-f) Simulated direction dependent hysteresis 

loop of Fe3O4 --Fe2O3 NRs and LNTs. 



Page | 150  
 

Interestingly, Figure 6.10(c) shows that the heating efficiency is enhanced exponentially as 

a function of shape anisotropy, from NRs to LNTs at each field. The exponential fit (dotted 

lines in Figure 6.10c) well agreed with the experimental trend. Recently, Tong et al. 314 

proposed the use of a modified dynamic hysteresis model (MDH) to obtain SAR values of 

ferromagnetic iron oxide NPs at the clinically relevant condition, the area of hysteresis loss, 

A is given by, 

A =  3.53μ0MS  Hmax (1 −  0.7κ)                                            (6.7) 

where μ0  is the magnetic permeability of vacuum, κ is a non-dimensional constant and is 

negligible for ferrimagnetic materials, MS is the saturation magnetization, Hmax  is the 

maximum applied field. 

However, we observed that the theoretical SAR values obtained through the proposed 

MDH model does not satisfactorily reproduce the observed trend for the nanosystems 

reported in the present study (see MDH SAR in Figure 6.10(d). Tong et al.314 has in fact 

neglected to include the shape anisotropy factors in their work, thus, we have modified the 

MDH model by considering the nanoparticle’s aspect ratio (= major axis/minor axis), 

termed here as -MDH model, with mathematical expression given by Equation 6.8, 

A =  3.53 μ0 MS Hmax  (1 −  0.7κ)                                              (6.8) 

Where,  = 1.37, 1.67, 2.23, and 1.44 for NRs, SNTs, LNTs, and sample ‘S’, respectively. 

Theoretically, the value of ‘A’ (M/MS, H) obtained using Equation (6.8) allows to calculate 

the SAR value from Equation 6.9 96,285 as  

SAR =
MS f A


 × 10−7  W/g                                                            (6.9) 

where  is the density of the NPs and f is experimental frequency of the applied field. The 

calculated SAR values using the modified -MDH model gives, overall, better adjustment 

to the trends seen in the experimental data of NRs, SNTs, and LNTs as clearly observed in 

Figure 6.10(d). However, the -MDH model still does not account for variables such as the 

NPs size distribution 315,316, coercive field 89, and alignment 42,96,263. Several studies have 

demonstrated that the magnetic field gradient usually present in the experimental coils of 

the magnetic field applicators can induce partial alignment of the free MNPs in the colloid, 

increasing the absorption power of the colloids up to 2-4 times respect to the non-oriented 
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NPs.41,42,263 To assess the impact of this effect on our samples, we performed 

micromagnetic simulations for the hysteresis losses along different directions of the applied 

field (Figure 6.10(e-f)) for NRs and LNTs to show the possible anisotropic magnetization 

reversal behaviour of NRs and LNTs along different directions 44.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.11: Sample ‘S’ prepared at [NaH2PO4] = 2.70x10-4 mol L-1, [FeCl3] = 0.06 M and 

[Na2SO4.10H2O] = 1.65x10-3 mol L-1, synthesis temperature (T) = 220 oC, time (t) = 30 

minutes, and volume of solvent = 76 mL; (a) XRD pattern, (b) FESEM image, (c-d) represent 

its length and diameter distribution respectively, (e) hysteresis loop at 300 K, and (f) heating 

profile at concentration (c) = 1 mg/mL. 
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In agreement with previously reported data, a large hysteresis loss was found in the parallel 

alignment (θ = 90°) for NRs and LNTs, resulting in a higher SAR value 41,42,263.  However, 

there is no significant difference in the hysteresis loss for both parallel and perpendicular 

direction of LNTs, as shown in Figure 6.10(f).  

Recently, Liu et al. 41 reported the highest SAR (~ 3050 W/g Fe at 400 kHz and 740 Oe) 

for magnetic vortex iron oxide NPs, which turned into a much lower value when analysed 

at biological relevant conditions. In another work in iron oxide NTs by Das et al. 292, the 

reported SAR values was found to fall at ~ 360 W/g at 800 Oe. Chen X. et al. 298 reported 

a significant loss of SAR for -Fe2O3@SiO2 NTs (65 W/g)  when compared to neat -Fe2O3 

NTs (~ 230 W/g) at H= 840 Oe and f= 120 kHz; in the present work,  the SAR value of 

LNTs (465 W/g) shows excellent heating efficiency at low field H = 450 Oe and f ~ 107 

kHz, thus LNTs is the magnetic nanosystem with the highest promises for further studies 

in living organism.   

6.3.6 Cytotoxicity Test 

The in vitro cytotoxicity of two of our systems, namely NRs and LNTs, were assessed 

through standard MTT viability tests against three different cell lines: 4T1 cells, murine 

mammary adenocarcinoma cell line; CT26, murine colorectal carcinoma cell line; and 

J774A.1, a murine monocyte/macrophage cell line. It is important to highlight here that 

these tests provided evidence of the cytotoxicity of the nanosystems in different cells lines, 

therefore providing an ample environment for potential applications in biomedicine.  

The results are presented in Figure 6.12(a-b) and demonstrated that NR and LNT samples did not 

produce any significant (p<0.01) cytotoxicity effects for 4T1 and J774A.1 cells in the range of 

concentration examined. However, the CT26 cells were found more sensitive than the earlier types 

when treated with both NRs and LNTs samples. Conversely, a significant cytotoxic factor was 

expressed above 2 μg/mL concentration. The viability reduction observed in CT26 cells followed 

a dose-dependent pattern, indicating the maximum concentration that should be used in this cell 

type during magneto-hyperthermia applications. Thus, taken together, from these in vitro 

cytotoxicity experiments reinforce the possibility to implement LNTs in thermal therapy-based 

applications. 
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Figure 6.12: (a) Cell viability tests of NRs and LNTs on 4T1, CT26 and J774 cell lines 

as a function of increasing a) NRs concentration, and b) LNTs concentration. 

Difference p <0.01 between strains 4T1, J774a.1 and CT26. y-axis refers to untreated 

cell control and x-axis different sample concentrations in µg/mL. Data presented with 

standard error in quintuplicates. 

6.4 Conclusion 

In this work, we have shown the MAH synthesis of hollow Fe3O4-γ-Fe2O3 nanosystems encoding 

well-defined sizes and shapes (NTs and NRs). The obtained iron-oxide samples showed different 

well-defined geometries (i.e., NDs, NRs or nanocylinders) depending on the synthesis conditions. 

The shape-controlled synthesis route was largely influenced by the synthesis parameters such as 

concentration of reactants, volume of solvent, or reaction time were and temperature during the 

growth process that generated the hollow/capsule tubes, micro-rods and NDs, and this was 
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associated to the initial concentration of phosphate anions in the reactants mixture. Indeed, 

reducing the concentration of phosphate anion by one-third (and duplicating the solvent volume) 

in the reactant mixture the length of the obtained capsule-shaped microparticles (CSMPs) 

decreased by about one order of magnitude (from ~2723 nm to ~275 nm).  Conversely, when the 

concentration of phosphate anions was increased 4 times the length of NRDs duplicated its value, 

leading to the formation of long NTs (LNTs, length of ~511). The -Fe2O3 NTs and NRs were 

then selected as the key NPs to be transformed into hollow nanosystems, Fe3O4-γ-Fe2O3, by using 

reduction-oxidation processes that preserved their initial morphologies. We have assessed the 

heating efficiency of these morphologically different hollow nanosystems for MFH applications, 

finding that the LNTs were the best suited for heating, with SAR values up to 465 W/g for the 

largest applied fields. These hollow nanosystems were found biocompatible and chemically stable. 

These values are the highest among those reported so far in the hollow ferrimagnetic iron oxide 

family. Although the magnetic saturation MS of NRs was found larger than that of LNTs, the 

heating efficiency appeared to be clearly dominated by the shape anisotropy factor, which was 

larger in LNTs. Therefore, our work emphasizes the relevance of the nanosystems anisotropy 

factor, the importance to achieve its control during the bench-synthesis, in a way to optimize 

formation of nanomaterials for thermal therapy-based applications. 
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Chapter 7 

Energy evolution, Stabilization, and 

Mechanotransducer Properties of Fe3O4 Nanorings 

and Nanodisks 
 

 

Recent reports on novel spin structures produced in nanomaterials due to confinement of spins 

imposed by geometrical restrictions are at the centre of rising scientific interest. Topological 

curling magnetic structures (vortices) exhibit unique properties regarding the energy profile, 

colloidal stability in suspension, manipulation under a low-frequency magnetic field, and torque 

exertion. The latter property provides the potential to mechanically eradicate cancer cells via 

magneto-mechanical actuation using remote ac magnetic fields. In this chapter, we study, 

theoretically and by micromagnetic simulations, the magnetic energy evolutions for vortex 

nanosystems, i.e., Fe3O4 NDs and NRs. The obtained results on magnetic energy, magnetic 

susceptibility, and magnetization reversal confirm that the vortex-domain structure in NRs exhibits 

better stability and avoids agglomeration in solution owing to the presence of a central hole, 

whereas the presence of a vortex core in NDs induces magnetic remanence. Although NDs are 

found to exert slightly higher torques than NRs, this weakness can be compensated by a small 

increase (i.e., 20%) in the amplitude of the applied field. Our results provide evidence on the 

magnetic stability of the curling ground states in NRs and opens the possibility of applying these 

systems to magneto-mechanical actuation on single cells for therapeutics in biomedicine, such as 

cancer cell destruction by low-frequency torque transduction. 
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7.1 Introduction  

The capability of a magnetic field to safely permeate the human organs and interact with MNPs 

provides promising new routes for therapies and diagnostics in biomedicine 220,317–321. Among 

these routes, transduction of the magnetic interaction of an external ac field and magnetic 

nanosystems into magneto-mechanical actuation makes it possible to mechanically destroy 

previously targeted cells, bacteria, or other unicellular organisms. The physical mechanisms 

involved are based on the torque induced by NPs under the rotation effect of a low-frequency (i.e., 

few Hz frequency) ac magnetic field, which mechanically actuates on cells 322–324. This torque can 

be exploited in several ways to trigger receptors connected with cell death, open ion channels, or 

transfer direct physical spoilage to cells and has been shown to reason cell death both in vitro and 

in vivo. For instance, it has been reported that the oscillation of MNPs can induce calcium influx 

out of membrane ionic channels or calcium cast from internal cell origins, which outcomes in 

perturbation of cellular calcium homeostasis and stimulate of the apoptosis process 43,223,325. 

The MNPs with vortex structures provide a stable configuration that can rotate with the application 

of an external field. The magnetic field suffices to produce the magnetization process that 

generates a large magnetic moment in these systems due to the high intrinsic magnetization, 

allowing their manipulation even by a weak external magnetic field. One advantage of the vortex 

configuration over the simple single-domain magnetic structure is that it can show negligible 

dipole-dipole interactions and thus negligible magnetic remanence, allowing the magnetic 

nanosystems to remain well dispersed in colloidal formulations in the absence of an exterior 

magnetic field. Recently, the possible use of magnetic vortex MDs and NDs for in vitro 

experiments with glioma cancer cells and mechanosensory cells has been studied under weak and 

slow magnetic fields, suggesting that vortex disks are excellent mechanotransducers compared to 

SPM NPs for eradicating cancer cells 43,223. An important result relates to the significant remanent 

magnetization (MR) in these systems due to the presence of a central vortex core that gives out-of-

plane magnetization in NDs; such MR significantly contributes to agglomeration of NDs in 

suspensions 42. The MR distribution is a complex phenomenon that rely on the size and shape of 

the particle as well as on the balance of different energy contributions to the magnetic energy. The 

zero-field vortex configuration is specified by the balance among the exchange and magnetostatic 

energies, which can be controlled by the defined geometry, i.e., the thickness and diameter of the 
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vortex nanosystem; in the vortex state, the total energy is almost dominated by the exchange energy 

because of the formation of a central vortex in NDs 74. Upon decreasing the disk diameter at a 

constant thickness, the comparative contribution of the exchange energy of the central vortex 

surges and renders the vortex state less stable lower than the critical diameter. It is worth noting 

that the MR of NDs is higher near the critical size (closer to the single-domain region). Such MR 

can be reduced to zero by increasing the diameter of NDs to within 0.5-1 m, but this size limits 

the use of NDs in biomedicine 278,326. On the other hand, the absence of a central vortex core 

substantially reduces the exchange energy in NRs, making their vortex state energetically 

favorable, i.e., the lowest energy state (ground state), without out-of-plane magnetization (MR = 

0), which avoids possible agglomeration in suspensions 41,74. In addition, vortex NRs have lower 

energy than NDs and do not produce surface magnetostatic charges, thus becoming more stable. 

It is clear that the understanding of the energy evolution in defined magnetic vortex nanosystems 

and its stabilization is a crucial factor to examine the possibility of using such systems in 

biomedicine. One great advantage of NRs over NDs is that the vortex state is always an 

energetically lower state in NRs, whereas it is an energetically lower state only above a critical 

size in NDs 74. Thus, in this scenario a novel strategy can be envisaged, in which vortex NRs are 

used as magneto-mechanical transducers for cancer cell destruction. 

In this chapter, we report a numerical study on the vortex states in NRs and NDs using a theoretical 

model and micromagnetic simulations of the exchange and magnetostatic energies and their 

contribution to the total magnetic energy of the system. We also analyze how such magnetic energy 

evolves from the ND topology to the NR topology. From our results on the energy and magnetic 

susceptibility of these configurations, the dispersion and agglomeration effects in the colloidal 

state are discussed. Finally, the magneto-mechanical properties of NRs and NDs under a very low 

field (<250 Oe) are compared. Our results show that the vortex NR magnetic configuration might 

potentially be used to perform mechanical actuation at the nanoscale, particularly as a 

nanotransducer to produce mechanical damage on targeted cells in biomedical therapeutics. 

7.2 Conceptualization 

7.2.1 Micromagnetic Modelling  
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The micromagnetic simulation was performed by the Mumax 3.9 package. Within this package, 

the time evolution of the magnetization allocation is obtained by solving the Landau-Lifshitz-

Gilbert-Langevin equation: 

 M⃗⃗⃗ (r,t)

 t
= 

− 

1+  2
 M⃗⃗⃗ (r, t) × Heff

⃗⃗ ⃗⃗ ⃗⃗  ⃗ −  
 

(1+  2)MS
 M⃗⃗⃗ (r, t) × (M⃗⃗⃗ (r, t) × Heff

⃗⃗ ⃗⃗ ⃗⃗  ⃗ )                               (7.1) 

  where   Heff
⃗⃗ ⃗⃗ ⃗⃗  ⃗ =   

 Etot

 MS
                                                                                                                                (7.2) 

Here, M⃗⃗⃗ (r, t) is the magnetization distribution, Heff
⃗⃗ ⃗⃗ ⃗⃗  ⃗  is the effective field, MS is the saturation 

magnetization, and γ is the gyromagnetic percentage (= 1.78×1011 s-1 T-1). The total energy ( Etot) 

is the addition of five energy terms: the exchange, self-magnetostatic, magnetocrystalline 

anisotropy, surface anisotropy, as well as Zeeman, where the exchange and magnetostatic energies 

are crucial in vortex systems. 

The magnetic parameters of Fe3O4 used in the micromagnetic simulation were the maximum 

saturation magnetization MS  = 480 kA/m, exchange stiffness constant A = 1.2 × 10-11 J/m, and 

magneto-crystalline anisotropy constants K1= –1.35 × 104 J/m3 and K2  =–0.44 × 104 J/m3. The 

lateral cell size was 5×5×5 nm3; this lateral size (5 nm) is less than the exchange length, lex (≈10.7 

nm), as expressed by lex = (
2A

oMS
2)

0.5 to ensure the high accuracy of the simulation, and the 

Gilbert damping coefficient was set to α = 0.5 76,327. 

7.2.1.1 Construction of Phase Diagram 

We investigated the low energy configurations as a function of thickness, t, and diameter, d, of 

NDs and as a function of thickness, t, and internal diameter, din, at constant external diameter, dout, 

of NRs. The system was relaxed to a local energy minimum, and the final spin arrangement and 

the lower energy states in both types of system, i.e., NDs and NRs, were studied. Thereafter, we 

compared the relative energy of each final configuration and selected as a ground state the state 

with a low energy value. This process was repeated for many diameter and thickness collections, 

and the phase diagram was structured as a function of the dimension. In the case of NDs, three 

idealized main characteristic configurations are found: (i) in-plane single domain (planar), (ii) out-

of-plane single domain (perpendicular), and (iii) vortex state in that most of the magnetic moments 

are parallel to the plane of NDs. In contrast, in NRs, four idealized characteristic configurations 
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are found: (i) in-plane single domain, (ii) in-plane flower state, (iii) vortex state, and (iv) helix 

state. 

7.2.2 Theoretical Model 

7.2.2.1 Construction of Phase Diagram for Nanodisks 

We used two different expressions proposed by Altbir Drullinsky D.R. et al. 328 to construct the 

complete phase diagram separating the in-plane single-domain (SD), out-of-plane SD and vortex 

as the ground state in NDs: (i) the transition between in-plane and vortex phases was obtained by 

applying the expression R = 9.82 (
lex
2

t
 ) + 2.37lex, and (ii) the transition between out-of-plane and 

vortex phases was obtained by the expression R = lex (
t

0.082lex
)0.3, where R, lex, and t are the 

radius, exchange length, and thickness, respectively. We have theoretically described the ground 

states in magnetic nanodots, providing explicit expressions to calculate the transition lines among 

vortex and single-domain (SD) states. 

7.2.2.2 Construction of Phase Diagram for Nanorings 

Furthermore, we used the expression R = 9.82(
lex
2  t

()
)0.33, as collectively proposed by Landeros P. 

et al 329 and Escrig J. et al 330, to construct a phase diagram for NRs, where lex and t are the 

exchange length and thickness, respectively, and () is a transition function that separates the 

uniform state and vortex state; where  =
dout

din
 is the aspect ratio for NRs only. 

7.3 Result and Discussion 

7.3.1 Magnetic Phase Diagram 

Figure 7.1(a, b) shows a schematic illustration of NRs and NDs indicating the surface and side 

charge regions essential for analyzing the energy terms in the magnetic vortex system. The circular 

region indicated by the black spin in NDs, Figure 7.1(b), is the vortex core, and spins perpendicular 

to the plane are responsible for out-of-plane magnetization. Figure 7.1(c) shows the phase diagram, 

where the dependence of the magnetic behavior on the geometry (thickness, t, and diameter, d) of 

the NDs, i.e., the transition from a single-domain (SD) state to a vortex configuration separated by 

their boundary line, is analyzed through the theoretical model and micromagnetic simulation. In 

NDs, three possible ground states of the magnetization are found at remanence: in-plane SD, 
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vortex, and out-of-plane SD; the point at which the three ground states have the same energy 

(thickness t ~ 80 nm and diameter d ~ 66 nm) is called a ‘triple point’. If the NDs are very thin, 

then all the magnetic moments are arranged in-plane; if the diameter is small and the thickness is 

large, then the magnetization is perpendicular to the plane of the NDs (out-of-plane); and another 

ground state is a vortex state observed above a certain thickness and diameter, referred to as the 

critical size. The phase diagram constructed through the theoretical model is in very good 

agreement with the micromagnetic simulation result. However, the small discrepancy at the 

boundary line is probably due to the effect of the cubic cell discretization in the micromagnetic 

simulation that contributes to the additional roughness energy and hence the total ground state 

energy of the system. Such effects are not observed when constructing a phase diagram through 

the theoretical model. The nature of the phase diagram constructed for NDs, which provides 

explicit transition lines among vortex and in- and out-of-plane SD, agrees well with the theoretical 

and simulated results found elsewhere  331,332.  

Figure 7.1(d, e) shows the theoretical and simulated phase diagrams of NRs as a function of 

thickness, t, and internal diameter, din, at constant outer diameter, dout. The presence of the hole in 

a ring considerably modifies the vortex state, avoiding the possible out-of-plane SD state. 

Theoretically, we find only two possible ground states, i.e., the uniform state (SD state) and vortex 

state. Here, we have analyzed the minimum to maximum region, below (< ()= 0.1) and above 

(>()= 0.3), where the possibility of the ground state vortex configuration is disregarded. In 

addition, it is worth mentioning that an intermediate mixed vortex phase could be possible for 0.1 

< () <0.3 329; this phase depends on the inner radius of the NRs and occurs if the inner radius is 

sufficiently small compared to the outer diameter. Furthermore, within the reported range of t, din, 

and dout here, four ground states, namely, in-plane SD, in-plane flower (also called onion), vortex 

and helix states, are observed through the micromagnetic simulation and agree well with the 

literature 58,333, and most of the region is found to correspond to the vortex state at intermediate 

values of thickness, t, and internal diameter, din, at fixed dout. We found that the triple point, i.e., 

the boundary point of in-plane SD, in-plane flower and vortex in NRs, is close to thickness t ~ 30 

nm and internal diameter din ~ 37 nm. 
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Figure 7.1: (a, b) Schematic pictures of NRs and NDs, (c) phase diagram of NDs obtained by 

the theoretical model (solid line) and micromagnetic simulation (solid line with point circles), 

and (d) and (e) phase diagrams of NRs obtained by the theoretical model and micromagnetic 

simulation, respectively. 

Furthermore, when the thickness t approaches a larger value, the demagnetization energy increases 

proportionally 76, and when t > din, the strong out-of-plane demagnetizing field compels the top 

and bottom in-plane spin to point out and ultimately form a helix state. The helix state is a 

combinatorial result of the vortex and out-of-plane configurations in which the spins in the top and 

bottom planes of NRs exhibit a counterclockwise vortex configuration to reduce the fringe field, 

while in the middle planes, the spin is indicated to be out-of-plane along the z-axis 334. These in-

plane flower and helix states are considered metastable states that exhibit a nonzero net 

magnetization, although they have NRs structures, leading to considerable magnetostatic 

interactions in suspensions and aggregation335,336; therefore, these dimensional NRs are usually 

not recommended for biomedical applications. 

7.3.2 Exchange energy 
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Figure 7.2(a) shows the exchange energy, Eex, of NDs as a function of diameter, in which Eex is 

decreasing with increasing diameter (from diameter d=200 to 1000 nm), where the full line and 

point circles indicate the energy obtained by the theoretical model and micromagnetic simulation, 

respectively.  

 

Figure 7.2: (a) Exchange energy, Eex, evolution of NDs as a function of diameter, d, (b) 

comparison of Eex loss with increasing diameter of NDs, and (c) and (d) exchange energy, 

Eex, evolution and roughness contribution to Eex in NRs as a function of internal diameter, 

din, respectively. 

Quantitatively, when the diameter is increased by ~5 times, Eex is decreased by ~16 times; NDs 

become a more energetically favorable state (lower energy state) for values much larger than the 

critical diameter (≈92 nm for Fe3O4), as observed in Figure 7.2 (a). Furthermore, from Figure 7.2 

(b), it is observed that Eex in the vortex region is independent of the thickness of the NDs. It is well 

reported that the total energy is almost dominated by the exchange energy because of the formation 

of a central vortex within the vortex state of NDs, whereas the single-domain state is dominated 
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mainly by the demagnetization energy generated by the surface charges on top of the lateral 

surfaces 239,240. For large structures, the vortex state lowers the system energy by decreasing stray 

fields and thus reducing the magnetostatic energy. The central vortex of NDs has a vortex core of 

a certain radius, the so-called vortex core radius rvc, which is much smaller than the radius of the 

NDs R (rvc << R), and the magnetization in the region is out-of-plane, mz  0; however very smaller 

as compared to in-plane magnetization, whereas in the outer regions of the vortex, the 

magnetization lies completely in-plane. In principle, the vortex core is a stable formation, that is 

greatly coupled by exchange forces, and it could be assumed that the dynamic magnetization has 

significant values just outside of the vortex core, i.e., in-plane magnetization 241. 

The value of the vortex core radius (rvc) can be obtained by minimizing the total magnetic energy 

(details are given in refs. 39,337); rvc proportionally depends on the radius of NDs (at constant 

thickness), which favours a large reduction in exchange energy for a larger structure of the disk 

centre at the expense of a low dipolar energy increase. For biomedical applications, it is essential 

to have a large vortex core in NDs to reduce their magnetic remanence to a negligible value, and 

therefore to avoid agglomeration of NDs in suspension. With decreasing disk diameter at a 

constant thickness, as shown in Figure 7.2 (a), the relative contribution of the exchange energy for 

the central vortex increases, which thus increases the overall energy and renders the vortex state 

as a single-domain state under a critical diameter, dc (sizes larger than 92 nm are not shown here); 

the largest exchange energy is observed for 200 nm NDs since this is close to the single-domain 

region (single-domain<dc<vortex). The larger the diameter of NDs is, the longer the displacement 

of the vortex core, which lowers the exchange energy and renders better stability of the vortex 

state, reducing the remanent magnetization. Additionally, it is worth mentioning that by applying 

a field (H), the exchange energy decreases with increasing displacement of the vortex(s) 38. On the 

other hand, the micromagnetic simulations precisely identify the equilibrium configuration, that is 

not a perfect vortex state. Nevertheless, the discreteness of the method and the utilization of a cubic 

mesh a the source of systematic errors of nonrectangular systems, thus limiting the precision of 

micromagnetic simulations reasoned by discretization 239. This is more applicable to NDs and NRs 

since the circular boundary is estimated by a staircase of straight-line segments. Such edge 

roughness causes surface charges that rise the demagnetization energy. To investigate such 

roughness energy analytically, a simple analytical method was derived taking into account the ratio 

of the perimeter to the volume of the NPs; the roughness energy contribution generated from the 
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edge of dimension-based NPs. An increase in thickness contributes to the additional energy, the 

so-called ‘exchange roughness energy’, from the edge surface of each disk, which acts to make the 

edge spins point in directions far from the azimuthal direction. Although exchange roughness 

energy (Eex
r ) is negligible as compared to Eex, its effect is accountable within the intermediate 

region (200-500 nm) due to some significant energy discrepancies between the theoretical model 

and micromagnetic simulations. We should note that Eex
r  is significant close to the single domain 

but is dominated when NDs are far from the SD region, even though the small exchange roughness 

energy of the particles examined could contribute significantly to the magnetic behavior of a disk-

shaped particle in the pre-vortex stadium 326. With the edge roughness being taken into account 

analytically, the total exchange energy led to good agreement between the theoretical model and 

simulations, as shown in Figure 7.2(a). 

We note that the geometry of a ring is a disk when considering the internal diameter to be din=0, 

and it has already been mentioned that in such cases, mz0. The maximum vortex core 

magnetization amplitude is 1 (for a disk), and the minimum is zero (for a narrow ring, din/dout >0.9). 

This means that the amplitude of the vortex core mz varies from 1 to 0 in rings depending on the 

width, w (w=dout-din, dout is the external diameter); a wider ring has greater mz. Figure 7.2 (c) shows 

the Eex in NRs as a function of internal diameter din at a constant thickness, t, and reveals a similar 

energy trend to that exhibited by NDs. Eex decreases with increasing din, where the full line and 

point circles indicate the energy obtained by the theoretical model and micromagnetic simulation, 

respectively, and are consistent with each other. The formation of the vortex core at a wider ring 

(closer to a disk) is expected; however, mz is <1 and is responsible for the generation of exchange 

energy. When the width of the ring decreases, formation of the core has a lower probability and 

cannot be expected at narrow rings (din/dout >0.9), and the contribution to the exchange energy 

decreases with increasing internal diameter din. Likewise, for NDs, Figure 7.2 (d) shows the 

additional roughness energy, Eex
r , contribution to Eex as a function of din. The increase in Eex

r  with 

increasing din is due to the increased perimeter of the inner side of the ring, which contributes to 

making the inner edge spins point in directions away from the azimuthal direction. Furthermore, 

Eex
r  is linearly dependent on the thickness of the NRs. The Eex

r  contribution to the Eex in NRs as a 

function of thickness is one order of magnitude greater than that in NDs within approximately 

similar dimensions (NDs: d = 200 nm, t = 40 nm; NRs: dout = 170 nm, din = 140 nm and t = 40 nm). 

This larger contribution arises from the inner edge of NRs. 
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7.3.3 Magnetostatic energy 

The magnetostatic energy of the system is considered an effect of the roughness of the surface. 

This roughness sources the presence of distributed magnetostatic charges on top of the interfaces. 

In practice, edge roughness arises due to the different steps involved during the synthesis process, 

for instance, NPs fabricated by different deposition techniques and thermal treatments 338 and with 

different substrates 339, growth conditions 340, growth rates 341, and nanoparticle thicknesses 342,343. 

This edge roughness makes a significant contribution to the nucleation field for magnetization 

reversal 344–346 and, more importantly, to the stabilization of metastable equilibrium states 55. 

Unlike the small roughness energy contribution to the exchange energy as discussed above, the 

edge roughness causes rise to a great magnetostatic energy contribution depending on the geometry 

of the NPs. The magnetostatic energy consists of significant surface (on the faces and sides) and 

negligible volume (for small thickness) contributions 240. In the case of disk-shaped particles, two 

active inhomogeneous terms appear: (a) a face surface charge term (easy-plane anisotropy of thin 

disks and easy-axis anisotropy of thick disks, which can change sign near the edge, and (b) an edge 

side charge term, which causes the tangential magnetization distribution producing in clockwise 

or counter clockwise vortex chirality 347,348. The vortex core generates non- vanishing surface 

magnetostatic charges with different signs on top of the different face surfaces. Their minimization 

causes complicated vortex results both in the plane as well as in the axial direction 349.  

An inhomogeneous magnetization arrangement in magnetically soft NPs is due to the stray field 

produced by surface magnetostatic charges. The core magnetostatic energy is only produced by 

the surface magnetic charges along the perimeter of the particle since volume charges are absent 

(div m=0) and thickness t remains unchanged with the vortex displacement. The vortex core 

magnetostatic energy in disks arises from the out-of-plane magnetization (mz0); surface magnetic 

charges on top of the faces of the disk localize near the vortex centre, which is a topological 

singularity. On the top and bottom surfaces, the surface charges are proportional to mz, and the net 

side surface charges is zero on the circumference of the disk 350. Thus, Ems
vc = (

lex

RO
)
2

, where the 

vortex core radius approximately equal to lex is used, in agreement with micromagnetic 

simulations 76,351. 
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Figure 7.3: (a) Vortex core magnetostatic energy density, 𝐄𝐦𝐬
𝐯𝐜 , evolution of NDs as a function 

of diameter, d, (b) magnetostatic energy, 𝐄𝐦𝐬
𝐫 , evolution as a function of diameter, d, in NDs, 

and (c) and (d) magnetostatic energy, 𝐄𝐦𝐬
𝐫 , evolution as a function of internal diameter, din, 

and thickness, t, in NRs, respectively. 

Figure 7.3 (a, b) shows the vortex core and roughness magnetostatic energy profiles as a function 

of diameter d in disks; the Ems
vc  contribution to the total magnetostatic energy is almost zero 

(approximately 105 times lower); thus, the total magnetostatic energy is dominated by Ems
r . 

Mathematically, the magnetostatic energy is inversely proportional to the square of the disk 

diameter, d, and directly proportional to the thickness, t; however, the physics of the magnetic 

vortex system and the interpretation are quite different. At remanence (zero applied field, H=0), 

the centers of the vortices are at the centre of the NDs. In this state, the magnetic charges are 

practically absent, and the magnetostatic interaction between the individual NDs is small. Once an 

external magnetic field is generated and applied to the system, the centers of vortices are shifted, 

and few magnetic charges arise at the boundaries of the NDs, which leads to an rise in the self-
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magnetostatic energy of the poles distributed on both faces of the disks with surface density () 

39. The total displacement of the vortex core from the centre to the edge boundary is an important 

determining factor in reducing the core magnetostatic energy, depending on the diameter of the 

NDs. When the vortex core accessions the circumference of NDs, the elliptically distorted vortex 

shape effectively reduces the core magnetostatic energy because of the reduction in surface charge. 

The influence of vortex distortion is then crucially important for NDs with a smaller diameter (near 

the critical diameter discussed above) since the vortex core occupies approximately all the disk 

volume. When the applied field is sufficient to annihilate the vortex state, the minimum of the total 

energy reaches a maximum, making the vortex state unstable; as the vortex core is close to the 

edge, the surface charge density induced by the magnetic charges on the top and bottom faces 

increases on the circumference. Accordingly, the systems proceed towards the next energy 

minimum, that can be found for the state with a homogeneous magnetization distribution. On the 

other hand, the vortex state can be stabilized by the dominant energy engendered by magnetic 

charges on the side (thickness) of the NDs, i.e., the roughness magnetostatic energy. The rate of 

the decrease in this energy decreases with increased diameter, d, at a fixed thickness, t. This 

decreased rate is related to the decrease in the possible amount of side magnetic charges forming 

at t< d with increasing d at fixed thickness t 240. 

Similarly, Figure 7.3 (c, d) shows the magnetostatic energy profile of NRs as a function of 

thickness, t, and internal diameter, din, at constant external diameter, dout. An increase in the 

internal diameter increases the perimeter of the inner side of NRs, and thus, more side charge can 

contribute to the magnetostatic energy, Ems
r . Likewise, side charges are increased with an increase 

in thickness, contributing more to Ems
r . The absence of the core region is a great advantage of NRs 

over the disks that avoids possible remanent magnetization, i.e., no out-of-plane magnetization (mz 

= 0), and hence enhances the stability of NRs. Therefore, the total roughness magnetostatic energy 

induced by side charges is considered the total magnetostatic energy in NRs. 

In the above section, we comprehensively studied the roles of the shape, size, vortex core, magnetic 

surface and side charges, hole and cell discretization/additional roughness contribution in the 

evolution of the exchange and magnetostatic energies of NDs and NRs through a theoretical model 

and micromagnetic simulations. Taking all these physical factors together, we have an idea of how 

they affect the stabilization and agglomeration of vortex NDs and NRs and the advantage of NRs 
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over NDs. Considering the potential to be used in cancer cell destruction, we further take NDs and 

NRs with different din at fixed t = 50 nm and dout = 170 nm (diameter, d, considering dout for NDs 

to obtain a common diameter with NRs). The main reasons to take this size range for further study 

were: (a) their feasibility to be chemically synthesized through a hydrothermal synthesis route and 

(b) biological consideration regarding their safety for potential in vivo applications (e.g. lack of 

remanence, compatible size for injection, cell uptake mechanisms) 41,42,223. 

Figure 7.4: (a) Schematic geometrical formation of NRs from NDs, (b) simulated spin 

configuration for each geometry in the vortex state (H=0), and (c, d) total exchange energy, 

𝐄𝐞𝐱
𝐭𝐨𝐭, and total magnetostatic energy, 𝐄𝐦𝐬

𝐭𝐨𝐭, evolution from NDs to NRs as a function of din at 

fixed t = 50 nm and dout = 170 nm. We assumed din = 0 nm for NDs. 

 

Figure 7.4 (a, b) shows schematics and vortex state spin configurations of NDs and NRs with 

increasing din. The exchange and magnetostatic energies of the respective geometries (NDs and 

NRs) are shown in Figure 7.4 (c, d). We have already discussed above how the energy evolves on 



Page | 170  
 

NDs and NRs separately. The energy evolution from the starting NDs into NRs shown in Figure 

7.4 (c) demonstrates that the total exchange energy, Eex
tot, is reduced by more than half along the 

corresponding steps i-iv (Figure 7.4(c)). This loss of energy is due to loss of the vortex core since 

the vortex core is responsible for the overall exchange energy in the vortex state of NDs. This 

means that the vortex state in NRs definitely exists in a much lower energetically favourable state 

than that in NDs and hence becomes more stable. Similarly, Figure 7.4(d) shows the increase in 

total magnetostatic energy, Ems
tot, with increasing din is due to the inner edge perimeter (depending 

on the hole formation) contribution in the single-domain state. Here, Eex
tot and Ems

tot represent the 

total exchange energy (exchange energy, Eex, plus additional roughness energy, Eex
r ) and total 

magnetostatic energy (vortex core magnetostatic energy, Ems
vc , plus roughness energy, Ems

r ). 

7.3.4 Dispersion and Agglomeration Capability 

For most biomedical uses of MNPs, the samples are in colloidal form, and thus, obtaining stable 

particle dispersions and avoiding subsequent agglomeration is a primary concern. The magnetic 

vortex configurations for NDs and NRs discussed above show negligible remanence values in the 

absence of an applied field, favoring stable dispersions without agglomeration in a liquid medium, 

provided that their reversible magnetic behavior at low fields is preserved, as demonstrated in 

previous experimental work reported elsewhere 41–43,223. The physical parameters that determine 

reversible magnetic behavior can be optimized through the numerical analysis presented here by 

reducing the susceptibility of the nanosystems. In recent work, Leulmi et al. 352 proposed two kinds 

of theoretical concepts for magnetic susceptibilities, the actual susceptibility of particles, (0), and 

the critical susceptibility (critical), also called the threshold susceptibility, below which self-

polarization of particles can be avoided. Such magnetic susceptibilities are given as: 

(0) =  
4

2(𝑙𝑛(
8


 )−

1

2
)
                                                         (7.3) 


critical

=
 M

 H
=

16K

(∑
1

k3
N
k=1 )

                              (7.4) 

The sum, in which N refers to the number of particles, converges quickly to 1.202, so a larger value 

of N has minimal importance. The numerical constant K, on the order of 1 to 4, refers to the stray 

field generated on a particle. In the present case, we assume  = t/(Rout − Rin) as the aspect ratio. 
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Figure 7.5: (a) Actual susceptibility, (0), and critical susceptibility, critical, from NDs to NRs 

as a function of internal diameter din, (b) micromagnetic simulation of NDs and NRs at a 

defined size, and (c) and (d) illustration of extracellular and intracellular magneto-

mechanical actuation of vortex NRs on cancer cells, respectively; these schematic figures 

were made by ourselves but motivated by ref. 43. 

 

Figure 7.5(a) shows the actual susceptibility, (0), and critical susceptibility, critical, of NDs and 

NRs as a function of internal diameter. Here, din = 0 refers to NDs. The magnetic susceptibility 

decreases with increasing din (hole) from NDs to NRs at constant dout = 170 nm and t=50 nm. The 

value of (0) is lower than the critical self-polarization value (critical) even at K = 1, which indicates 

that the size of NDs and NRs we have taken here is free from the generation of a stray field. In 

addition, the obtained result of (0) < critical adds strong evidence for vortex NPs that avoid 

agglomeration or at least always reduce agglomeration 352. Compared to NDs, NRs have a lower 

(0), which suggests better dispersion and stabilization in a suspension. The lower value of (0) 

in NRs is due to the absence of a vortex core, which has significant out-of-plane magnetization 

and contribution to the exchange energy in the case of NDs; details about the vortex core and hole 

contribution to the energy evolution in NDs and NRs have already been discussed above. 

Furthermore, our concern is how the vortex core and hole can affect the remanent magnetization 
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of these systems. Figure 7.5(b) shows the micromagnetic simulated hysteresis loop for NRs and 

NDs at some specific size. It is observed that ~ 75% of the saturation magnetization remains as 

remanence in NDs, although a flux-closure vortex configuration is observed; whereas zero 

remanence is observed in NRs. The results from the simulations agree well with the reported 

experimental values on nearly similar NDs 42,223 and NRs 41,56. Thus, Figure 7.5(a, b) collectively 

confirms the roles of the vortex core and hole in the magnetic susceptibility and remanence 

properties in a vortex nanosystem. The hollow nature of the NRs changes the topological properties 

of the vortex solution, making it unnecessary for the vortex amplitude to attain a unity value at the 

centre of the ring. The NR does not exhibit an out-of-plane magnetization component at all if the 

inner hole is large enough; the amplitude of the vortex decays faster when the inner hole becomes 

larger, rendering better stabilization/dispersion in suspensions. Figure 7.5(c) illustrates the 

extracellular actuation of NRs on cancer cells in which the oscillation of NRs, attached by 

antibody-receptor bonding, influences the membrane integrity during exposure to ac magnetic 

field, triggering apoptosis within the cancer cell. Similarly, Figure 7.5(d) shows the intracellular 

actuation of NRs endocytosed within the cancer cell and accumulated in lysosomes, that are 

permeabilized due to oscillation of the NRs under the influence of ac magnetic field, generating 

cell self-destruction by apoptosis. 

7.3.5 Magneto-mechanical Properties 

The biomedical application aimed at targeted cancer cell destruction and the magneto-mechanical 

vibration efficiency of these NDs and NRs, activated by an alternating field, are thoroughly 

studied. For the potential case of triggering cancer cell apoptosis 43, generally, a larger torque 

applied on the cell membrane is a more efficient treatment. The magnetic torque () effecting on a 

magnetic nanoparticle can be approximated by  =.B, where  is the magnetic moment and B 

= oH represents the magnetic field. The detailed calculations are given in the Supplementary 

Information. In principle, the initial torque of the nanosystem will be similar regardless of if the 

applied magnetic field is rotational. However, further increase of the field varies the response of 

the system. In the vortex nanosystem, once the in-plane magnetization of the particles aligns with 

the plane of the rotating field, the magnetization shall rotate regardless of the exerting further 

torque on the particles 324. When the applied field (H) is sufficient to saturate NPs, the 

magnetization will align with the field direction; however, as the field approaches to zero, NPs 
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will demagnetize and relax in the fluid, returning back to an arbitrary orientation. Similarly, when 

the magnetic field approaches a maximum, net magnetization is induced in NPs, that tend to align 

along the field direction. The repetition of this process would cause to a continuous oscillation of 

the NPs.  

Figure 7.6 (a) shows the torque exerted for the investigated vortex NDs and NRs. The torque 

exerted by NDs is higher than that exerted by NRs, as expected because it depends on the volume; 

the presence of a hole in the NRs obviously lowers the net volume. An increase in the internal 

diameter decreases the volume and thus decreases the torque. Figure 7.6 (b) shows the upper limit 

of the force applied to a cell at the edge of NDs and NRs that can be achieved in the quasi-static 

regime using material and field parameters during an experiment. The increase in the upper force 

with increasing internal diameter is due to the additional increase in the inner edge perimeter along 

with the external edge. Here, we found that the magnetic-vortex-induced forces are in the range of 

> 100s of pN. While physically rupturing a cell within a membrane usually requires minimum of 

hundreds of pN, it has been demonstrated that even 0.5 pN activates ion channels that could 

accelerate cell apoptosis 353–355. Therefore, the investigated NDs and NRs could potentially be used 

for magneto-mechanical cell destruction. The resulting force to oppose the magnetic torque () is 

almost three orders of magnitude greater than the force required to activate an ion channel in the 

cell membrane. Although NDs can exert a torque () of up to an order of magnitude greater than 

that of the studied NRs, the NDs have great susceptibility and remanence, as shown in Figure 7.6 

(b), which might induce potential agglomeration in suspensions. 

On the other hand, vortex NRs have lower susceptibility and negligible remanence compared to 

NDs, which suggests that NRs could be a better candidate from biological perspectives. Recently, 

the effectiveness of cell death/damage in different systems, (a) perpendicular synthetic 

antiferromagnetic state (P-SAF system) and (b) vortex state, has been studied accounting the 

importance of symmetry of magnetic anisotropy in P-SAF system Permalloy<sup>324</sup> 

(Ni20Fe80). However, the present study deals with Fe3O4 NPs in two different geometries i.e., NRs 

and NDs with the same vortex configurations.  
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Figure 7.6: Torque exerted by NDs and NRs at a defined size, (b) force to be applied to 

rupture a cell membrane at the edge of NDs and NRs, (c) torque exerted by NRs as a function 

of an applied field, H, and (d) comparative study of torque () and required force (F) at the 

edge of NDs and NRs at different fields. 

The relevance of this comparative approach is that the effectiveness of cell death through magneto-

mechanical action depends upon the magnitude of torque and their translation into force rather 

than symmetric anisotropy. The torque () of NRs can be enhanced by increasing the thickness, 

diameter, and applied field (H) since the torque does not rely on the material magnetic properties, 

such as exchange stiffness constant. Figure 7.6 (c) clearly shows the linear field-dependent torque 

exerted by NRs. The idea is to compare the applied field H required for NRs to exert a torque () 

equivalent to that exerted by NDs. Figure 7.6 (d) shows a comparative study of the torque () and 

required force (F) at the edges of NDs and NRs. In the present case, it is clear that the same torque 

() as NDs is exerted by NRs with an increase in the applied field of 20%. Similar to Figure 7.6 
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(b), the inset of Figure 7.6(d) shows the comparative force to be applied to rupture a cell membrane 

at the edge of NDs and NRs.  

Experimentally, the state-of-art concept of magnetic-vortex-driven triggering of cancer cell 

apoptosis and further death via a magneto-mechanical approach was proposed by Kim D. G. et al. 

43 for gold-coated permalloy (Ni20Fe80) MDs with a diameter of 1 m and a thickness of 60 nm. 

Later, some works expanded this concept using a magnetic vortex disk as a magneto-mechanical 

transducer to eradicate cancer cells 324,331,352,356; however, to the best of our knowledge, no further 

theoretical study has been performed taking vortex rings as a transducer. Recently, Gregurec D. et 

al. 223 studied Fe3O4 vortex NDs (diameter range: 98-226 nm and thickness range: 24-37 nm) as 

magneto-mechanical transducers of signals to remotely control mechanosensory cells under low 

and slow magnetic fields (H= 0.026 T, f=5 Hz). The torque () generated by 226 nm NDs is 

approximately 1.6×10-17 Nm (slightly larger than that of our NDs), and the force to be applied to 

rupture a cell membrane is approximately 140 pN (larger than that of our NDs but smaller than 

that of our NRs). Furthermore, they observed that in dorsal root ganglia explants (DRGs), DRGs 

contain sensory neurons stating an extensive range of mechanoreceptors, and cultures adorned 

with 226 nm MNDs under 0.026 T, 5 Hz magnetic fields (MFs) did not cause significant and 

measurable variations in cell viability, indicating that the modest reactions to MFs of hippocampal 

neurons adorned with 226 nm MNDs were likely interceded by the influences of torque anion 

channel gating greater than on membrane permeability. Although excellent biological results were 

obtained by their study with 226 nm NDs, we propose better results for NRs, taking advantage of 

their negligible remanence and better stability in suspensions. It is necessary to functionalize the 

NPs with biocompatible materials, so it is suggested to bio-functionalize these vortex NRs before 

starting to work on cells and inserting them into targeted tumor’s. Thus, based on the theoretical 

overview of the energy profile, dispersion/agglomeration capability, torque () exerted and force 

applied to oppose the exerted magnetic torque () of vortex NDs and NRs with tuning of the shape, 

size, and applied field reported in the present work, we motivate and inspire researchers to carry 

out in vitro and in vivo experiments using NRs as a cancer cell transducer to make progress in this 

emerging research field. 
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7.4 Conclusion 

We studied the energy evolution, magnetic susceptibility, and magneto-mechanical properties of 

Fe3O4 NRs and NDs through theoretical and micromagnetic simulations. The presence of holes in 

NRs in comparison to NDs significantly reduced the exchange energy and magnetic susceptibility 

and hence minimized possible agglomeration effects in colloidal dispersions. Our numerical 

results show that for constant values of outer diameter, thickness, and applied field amplitude, the 

vortex magnetic configuration within ND topologies should be more efficient than the 

corresponding NR topology in transducing the magnetic coupling into mechanical actuation (i.e., 

physical oscillation of the NDs affecting the membrane integrity). Although vortex NDs could 

generate larger torque () than vortex NRs, it is important to note that the remanence found from 

the out-of-plane magnetization in the ND vortex core would promote some degree of 

agglomeration, limiting the use of NDs in actual biological treatments. Possible alternatives to 

improve the torque of NRs and therefore their mechanical effects on biological systems could be 

to increase either the NR radius (since the magnetic torque depends on the volume) or to work 

under larger magnetic field amplitudes. 
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Chapter 8 

Summary and Future Directions 

 

8.1 Summary 

The main objective of this thesis was to synthesize iron oxide vortex NPs and investigate their 

targeted therapeutic properties.  The iron oxide NPs synthesis was optimized by fast and 

inexpensive MAH route. The structural, magnetic, magneto-hyperthermia and magneto-

transducers properties of iron oxide vortex NPs were explored in detail. The main findings of the 

thesis are summarized below: 

 The structural evolution and formation mechanism of the -Fe2O3 HNPs, NRDs, NRs, 

NSs, and NDs and their transformation onto Fe/Fe3O4, Fe3O4, and Fe3O4--Fe2O3 phase 

composition and stoichiometry were tuned by controlling the ratio of 
Fe3+

PO4
3−, chemical 

reagents, volume of solvent, synthesis temperature, reduction temperatures, and flow of 

the gas (H2 + Ar). 

 It was found that the loss of stoichiometry in Fe3O4 NPs was associated with the 

disappearance of the Verwey transitions due to the presence of defect and cation vacancies 

in the surface layer that impeded the electron hoping between Fe2+ and Fe3+ reinforcing the 

NPs into non-stoichiometry. 

 The magnetic vortex configuration in iron oxide NRs, NDs, and NSs is examined and 

validated by means of theoretical, experimental and micromagnetic simulation. Taking all 

these together, it was found that the geometry of NPs is a key factor for the existence of 

vortex-configuration rather than their bulk properties.  

 The magnetic properties of morphologically different nanosystems showed the coercive 

field for NRDs was higher than that of NTs, despite having similar shape and dimension. 

This phenomenon was ascribed to originate from surface anisotropy effects induced by 

higher amounts of adsorbed PO4
3− anions on the NPs surface.  

 The MFH properties of a circular Fe3O4 vortex NDs were investigated by experimental, 

theoretical, and simulations which revealed that the heating efficiency is better for 
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stoichiometry Fe3O4 NDs as compared to the non-stoichiometric one because of charge 

ordering between Fe2+ and Fe3+.  

 The role of switching field mediated shape, size and orientation of NDs in the direction of 

applied field was examined carefully. It was observed that larger the switching field, better 

the thermal efficiency.  

 The existence of vortex-configuration is not only a factor to enhance the magnetic fluid 

hyperthermia properties but switching field mediated by shape, size and orientation were 

also important factors to be considered. 

 The heating efficiency of different hollow nanosystems such as NRs and NTs for MFH 

applications was monitored. It was observed that the heating efficiency appeared to be 

clearly dominated by the shape anisotropy factor; NTs showed a better heat as compared 

to the NRs because of the larger shape anisotropy contribution in NTs.  

 The energy evolution, magnetic susceptibility, and magneto-mechanical properties of 

Fe3O4 NRs and NDs were discussed thoroughly by theoretical analysis and micromagnetic 

simulations and suggested the presence of holes in NRs in comparison to NDs significantly 

reduced the exchange energy and magnetic susceptibility and hence minimized the possible 

agglomeration effects in colloidal dispersions. 

 The rigorous theoretical analysis and simulated results showed the vortex magnetic 

configuration within NDs topologies should be more efficient than the corresponding NRs 

topology in transducing the magnetic coupling into mechanical actuation.  

 The magnetic remanence (MR) rises from out-of-plane magnetization in the NDs would 

promote a degree of agglomeration that limits the potential use of NDs in actual biological 

treatments, whereas NRs strongly avoid this issue owing to presence of holes. Thus, 

possible alternatives to improve the torque of NRs and therefore their mechanical effects 

on biological systems could increase either the NRs radius (since the magnetic torque 

depends on the volume) or applying larger magnetic field amplitudes. In overall, nanorings 

could be the best candidates as compared to nanodisks, nanospheres, and nanotubes in 

targeted therapeutic applications. 
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8.2 Future Directions 

To date, most of the magnetic vortex NPs were synthesized through either beam lithography as a 

physical route or hydrothermal method as a chemical route. These both routes were very time 

consuming which take several days to a week. To tackle this issue, all the iron oxide NPs presented 

in this thesis were synthesized by fast and cost-effective microwave-assisted hydrothermal method 

which allow to prepare the same NPs within 30-60 minutes. Although, we were able to produce 

vortex NPs in several morphologies such as NRs, NDs, and NSs, the size of these NPs was not 

achieved as per our expectation within and/or below 100 nm. In addition, stoichiometry was 

another factor that was not finely attained. Even though this thesis has provided a profound 

understanding on the shape and size control synthesis of vortex/hollow NPs and their ground-work 

on thermal therapeutic applications, we would like to extend this work as per information given 

below: 

 The microwave-assisted hydrothermal method was able to control the shape and size from 

micro-scale to nanoscale. Although the size of vortex NPs was quite large than expected, 

one can reproduce the same vortex configuration within and/or below 100 nm in size 

maintaining the stoichiometry of NPs by controlling the concentration of iron cations, 

phosphate anions, and volume of solvent. 

 We found that the shape and size control vortex NPs can be produced through microwave-

assisted hydrothermal route. However, while synthesizing the NPs, all the synthesis route 

have taken two-step process, i.e., first prepare -Fe2O3 and transform onto their 

corresponding desire by means of thermal reduction. We also adopted same two-step 

process which seems a long way itself. In our opinion, it would be great if one can 

reproduce same magnetic vortex NPs directly in one-step process within a microwave 

irradiation. For this, we would suggest to use ethylene glycol as a solvent instead of water 

we used and control other parameter accordingly.  

 The ferro/ferrimagnetic vortex-domain NPs with tunable size could be a promising 

candidates in significant enhancement of MRI T∗2 signal, which may overcome the 

drawbacks of conventional superparamagnetic imaging contrast agents. The T∗2 value 

strongly depends on the inhomogeneity of the local field surrounding the magnetic NPs 

which corresponds to the relative volume fraction, magnetic moment and susceptibility. 
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Owing to shape-induced vortex configuration and magnetic moment switching process 

(from vortex to onion and vice-versa), vortex nanostructures possess both high relative 

volume fraction and susceptibility, which result in the extremely large r∗2 value. In 

addition, the susceptibility difference between the inner and outer surface of NRs could 

result in the field inhomogeneity, which may also contribute to the enhancement of r∗2 

value. Thus, we believe that vortex NPs can significantly enhance T∗2 -weighted MRI 

signals and have potential for cancer imaging applications.  

 As the ferro/ferrimagnetic NPs can be oriented remotely via magnetic tuning under an 

external magnetic field.  Taking an advantage of this property along with the prevention 

from undesired aggregation in iron oxide with vortex-configuration (for instance in NRs), 

we believe that the inner empty (hollow) space ascribe to the longer floating time while 

they rotate under magnetic modulation, whereas the solid magnetic NPs were more 

susceptible to the gravitational force and the floating time is very shorter. Thus, ring shape 

with gold(Au)/silver(Ag) coated magnetic NPs can be established as a potential candidate 

in biosensor leading to the reliable and reproducible detection. We would strongly suggest 

to utilize this system in localized surface plasmon resonance (LSPR) sensing in which 

higher sensitivity, lowers the noise in the sigmoidal fluctuation of extinction, and more 

tailorable dynamic range, than conventional LSPR sensing obtained using 

superparamagnetic NPs, are expected. 

 We introduced iron oxide vortex NRs as a mechanotransducer based on the theoretical 

overview of the energy profile, dispersion/agglomeration capability, torque () exerted and 

force applied to oppose the exerted magnetic torque () in the present work. The 

experimental validate of the proposed work need to be investigated further at very low 

frequency set-up. Although the experimental work towards it is currently going on in our 

lab, we would like to encourage researchers to check out NRs as mechanotransducer in 

vitro and in vivo cancer destruction experiments. 

 The hollow NPs were largely attentive in the biomedical field owing to their great potential 

in drug delivery taking an advantages of their unique structure such high surface-to-volume 

ratio, low material density, large cavities, controlled shell thickness and hierarchical pores. 

The as-prepared magnetic NTs can be heated in a magnetic field to trigger drug release 

and/or to produce hyperthermia/ablation of tissue simultaneously; thus can be utilized as a 
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dual mode nanosystem in diagnosis and therapy at the same time since hollow cavity 

incorporates to load the various drugs and bio-molecules inside and release them in a 

controlled manner.  However, surface modification of these hollow NTs is suggested for 

the smart responsive release. 
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